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Questions in Fluid Mechanics— 
Reverse Transition Phenomena in Helically 

Coiled Pipes 

by Joseph A. C. Humphrey1 and Donald R. Webster1 

Since J. Thomson's pioneering studies in 1876 and 1877, on 
the origin of windings in rivers in alluvial plains, flows through 
curved conduits have been the subject of considerable fun­
damental and practical research. Classical contributions to the 
field were sequentially made by J. Eustice, W. R. Dean, 
C. M. White, and G. I. Taylor in the first third of this century. 
In particular, Taylor sought to establish the connection be­
tween the character of the motion of a fluid passing through 
a helically coiled pipe and the increase in friction factor arising 
within it relative to a corresponding straight pipe flow. The 
increase in friction had been attributed by some to the onset 
of turbulence but, in his 1928 investigation of steady stream­
lined flow, Dean showed theoretically that at low Reynolds 
number it was due to the cross-stream pressure-driven sec­
ondary motion. 

In his inimitable way, Taylor proved by means of dye vis­
ualization that, as in a straight pipe, below a critical value of 
the Reynolds number the motion of a fluid passing through a 
helically coiled pipe is laminar. In fact, Taylor actually ob­
served two values delimiting a range for this critical Reynolds 
number. The larger value corresponded to the lowest speed at 
which the flow in the coil appeared completely turbulent, and 
the smaller to the highest speed at which it displayed the first 
signs of irregular oscillations. Both values were observed to 
exceed significantly the approximate value of 2300 character­
izing transition to turbulence in a straight pipe flow. 

Taylor's findings were to provide incontrovertible support 
for White's earlier conjectures, based on friction factor meas­
urements, that: (i) below a critical value of the Reynolds num­
ber, now known to correspond to the lower limit of the range 
observed by Taylor, the increase in friction for the streamlined 
flow through a helical coil relative to an equivalent straight 
pipe is due to the cross-stream secondary motion and not to 
turbulence, (ii) at a critical value of the Reynolds number, now 
known to correspond to the upper limit of the range observed 
by Taylor, the slope of the normalized friction factor curve 
for the flow through a coil changes abruptly when plotted 
against the Dean number; and, (iii) the amount by which the 
larger critical Reynolds number for a coil exceeds the critical 
value of 2300 for an equivalent straight pipe depends on the 
ratio between the diameter of the coiled pipe and its radius of 
curvature, d/R. 

'Department of Mechanical Engineering, University of California at Berkeley, 
Berkeley, CA 94720. 

Taylor's verification in 1929 of White's conjectures was 
based on a simple but rather remarkable observation: that for 
certain coupled geometrical and dynamical conditions, re­
spectively characterized by d/R and the Reynolds number, a 
helically coiled pipe has the potential for relaminarizing a tur­
bulent flow passing through it. Curiously, 64 years subsequent 
to this discovery, the precise manner by which the relaminar-
ization occurs remains unknown! We base this claim on our 
inability to uncover in the archive literature a conclusive anal­
ysis of this problem, or of the two closely related configurations 
consisting of flow through a straight horizontal pipe with buoy­
ancy or rotation driving the cross-stream motion. Thus, we 
pose for consideration by the fluid mechanics community a 
fundamental question with rather general implications: "How 
does a turbulent flow become laminar in passing through a 
helically coiled pipe?" 

The reader should note that the more commonly asked ques­
tion, "How does a laminar flow become turbulent in passing 
through a helically coiled pipe?," is not well-posed since, from 
Taylor's observations and those of others after him, the smaller 
critical Reynolds number for a coiled pipe is larger than the 
commonly accepted value for a straight pipe and, without 
contrivance, the flow entering a coiled pipe from a straight 
pipe will already be turbulent for a turbulent condition in the 
coil! 

A serious consideration of the first question above begs the 
following additional question: "How does the relaminarized 
flow leaving a helically coiled pipe undergo transition to tur­
bulence in a straight pipe?" While the answer to this question 
is also not precisely known, the limited data available are 
thought provoking. From the measurements of Sreenivasan 
and Strykowski (Experiments in Fluids, Vol. 1, pp. 31-36, 
1983) it appears that for a coil with d/R= 1/8.6, as long as 
the Reynolds number remains less than 5200, approximately, 
the flow in the straight pipe downstream of the coil remains 
laminar for pipe length to diameter ratios as large as 937! 
Above this value of Reynolds, transition takes place sponta­
neously and is characterized by the appearance of slugs (dis­
crete regions of turbulence occupying the entire pipe cross-
section). What is so curious about this finding is that by the 
937 diameter location the secondary motion originating in the 
coil is bound to be extremely small in the straight pipe and 
cannot be responsible for the upward shift in the critical Reyn­
olds number for the straight pipe. 

Transition and reverse transition (relaminarization) phe-

Journal of Fluids Engineering JUNE 1993, Vol. 115/191 
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nomena are notoriously complex to explain. Ultimately, how­
ever, it is the competition between the mechanisms that 
respectively produce and dissipate turbulent kinetic energy, 
modulated by advective and redistributive transport processes, 
that determines the state of motion for a strongly sheared fluid. 
For example, from simple arguments supported by the limited 
data available, the first author has shown that negative pro­
duction of turbulent kinetic energy is a significant contributor 
to the balance of this quantity, especially near the inner radius 
wall, for the high Reynolds number flow in a U-bend of square 
cross-section with d/R= 1/3.35. 

Therefore, the possibility exists that, provided the rate of 
viscous dissipation exceeds the net rate of production of tur­
bulent kinetic energy, the turbulent flow in a helically coiled 
pipe should relaminarize completely. The length of coil re­
quired for this to occur will depend on the concurrent advective 
and redistributive transport processes of turbulent kinetic en-

Column 3—A Contribution to U.S. Competitiveness— 
An Academic Initiative 

This is a contribution to the series of JFE editorials ad­
dressing U.S. competitiveness in the international economic 
and technological arenas. Dussord2 has set the context for the 
series and Werle3 has provided insights and recommendations 
as one representative of the industrial community. The sub­
sequent editorial will present the perspective of a government 
(viz., NASA) researcher/administrator. The present commu­
nication is written from the perspective of an academician; its 
purpose is to share an idea which can impact not only U.S. 
competitiveness but also the academic research community. It 
is perceived to be a new4 idea which, if adopted, should 
strengthen the university and business participants. 

U.S. universities presently contribute to U.S. competitive­
ness in their traditional roles of providing education in the 
engineering sciences and design and in the creation of new 
knowledge. These activities are well established and the re­
quirements for their success is well understood. Werle3 has 
adequately and properly addressed these contributions of the 
academic community. 

The new idea presented here involves the introduction of a 
new component to the "academic research support paradigm.'' 
This paradigm, that most faculty members have accepted as 
a norm, holds that the granting agency pays for the creation 
of new knowledge and that the principal products are a stu­
dent's thesis and journal publications. The current source of 
funds for most university research is the federal government; 
for the fluid mechanics community, the most significant agen­
cies include the DOD, DOE, NASA, and the NSF. It is widely 

'Department of Mechanical Engineering, Michigan State University, East 
Lansing, MI. 

2Dussourd, J. L., 1992, "U.S. Technological Competitiveness: A Fluid En­
gineer's Viewpoint, Column 1—Gridlock Among Fluids Engineers," ASME 
JOURNAL OF FLUIDS ENGINEERING, Vol. 114, pp. 485-486, Dec. 

3Werle, M. J., 1993, "U.S. Competitiveness: A Fluid Engineer's Viewpoint, 
Column 2—A Business/Industry Perspective on Closing the Technology/Sim­
ulation Gap," ASME JOURNAL OF FLUIDS ENGINEERING, Vol. 115, pp. 2-3, Mar. 

"The claim of "new" derives from the writer's familiarity with many academic 
colleagues and the knowledge that relatively few of them practice the suggestions 
contained herein. Exceptions can be cited, but the claim of "new" is supported 
by their rarity. 

ergy. However, detailed descriptions of the mean velocity and 
Reynolds stress components (especially near the coil wall) nec­
essary to quantify the magnitude and extent of turbulent kinetic 
energy production, positive or negative, are unavailable. 
Likewise, the redistributive transport processes among the 
Reynolds stresses remain unquantified and their relative im­
portance unknown. Presumably, the experimental difficulties 
lie with the geometrical complexity of the coil which, even with 
a non-intrusive laser-Doppler technique, defies accurate ex­
perimentation. The theoretical difficulties lie with our current 
inability to predict the behavior of transitional and turbulent 
flows from first principles. 

These difficulties notwithstanding, the flow configuration 
consisting of a helically coiled pipe with straight upstream and 
downstream tangents represents an excellent fluid mechanics 
paradigm for investigating many intriguing questions on tran­
sition and, especially, reverse transition phenomena. 

recognized (see, e.g., Bromley5) that these resources will not 
meet the future research support requests of the academic 
community. Hence, the portent is that many competent re­
searchers will have to supplement the traditional (i.e., DOD, 
etc.) sources in order to fully utilize their intellectual creativity 
and to sustain their research program at a critical mass level. 

The industrial sector is a candidate source of support and 
the new idea relates to the acquisition of this support in a novel 
manner. A concomitant feature of the new idea is its contri­
bution to national competitiveness as clarified below. 

The new idea can be set in contrast to a non-novel university-
industry interaction. If the industrial partner serves the same 
role as a government agency, then the existing mechanisms to 
acquire and utilize the support can continue in the familiar 
pattern. This source of support will have minimal impact on 
university research programs. Specifically, the same limitations 
on discretionary expenditures, as described by Bromley for the 
federal agencies, characterize the present and anticipated sit­
uations of most members of the industrial community. A con­
comitant of the limited financial resources is that the existing 
corporate research staffs are desirous of executing that research 
work—which is to be carried out—in-house. In addition, for-
profit organizations have little motivation to pay for work 
whose main result is an open publication. 

The new idea is for a faculty member to work in close 
cooperation with industrial colleagues whose corporate re­
sponsibilities can be described as close-to-product. There are 
several defining attributes which characterize the responsibil­
ities and situations of these colleagues: (i) the knowledge base 
to address the full range of their tasks is typically quite broad, 
(ii) their in-house resources (instrumentation and data acqui­
sition/processing equipment, developed CFD codes, etc.) may 
not be competitive with those diagnostic and computational 
resources available to most faculty, and (iii) corporate entities 
whose responsibilities are close-to-product will (likely) have 
the maximum discretionary expenditure limits in the corpo­
ration. 

The focused knowledge and insights of a Ph.D. researcher 

5Bromley: D. A., 1992, "Renewing the Promise, Research-Intensive Uni­
versities and the Nation," Pres. Council of Adv. on Sci. and Tech.," suggests 
that the current limited funding is but the first installment of a long term 
contraction. NSF funding is directed toward "Emerging Technolo­
gies" . . . which fluid mechanics per se is not . . . and DOD, NASA, DOE will 
operate with limited budgets into the foreseeable future. 

U.S. Competitiveness: A Fluid 
Engineer's Viewpoint 

by John F. Foss1 

192/Vol . 115, JUNE 1993 Transactions of the ASME 
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stand in contrast to the breadth of knowledge required of such 
an industrial colleague. Hence, the academician can be ex­
pected to make distinctive contributions (see also (ii)) when 
the product development task involves his/her area of exper­
tise. Item (iii) suggests that these contributions can be readily 
acknowledged by appropriate payments. It is considered to be 
self-evident that a contribution to the close-to-product group's 
task is synonymous with a contribution to their competitive­
ness. The corresponding contribution to the researcher's pro­
gram is less direct; it is identified below. 

For its reference value, consider the unlikely situation that 
a generous benefactor provides, to a university researcher, 
substantial funds with the only restriction that they be spent 
for student support, supplies, equipment maintenance, etc. in 
support of the researcher's program. Such funds would, of 
course, be welcome. If the researcher wished to provide an in-
kind return of the favor, his/her expertise could be brought 
to bear on issues of concern to the benefactor. It is the central 
thesis of the new idea that the logical equivalent of this unlikely 
(but favorable) situation is for the funds received from the 
close-to-product group to exceed the out-of-pocket expenses 
to execute the agreed to work statement and for the faculty 
member to be free to trade the application of his/her expertise 
for the general support of his/her research program. This 
conceptual plan is viable precisely because the out-of-pocket 
expenses may be one-half or less of a fixed price contract whose 
cost is competitive with alternative suppliers of similar services. 

It is pertinent to note that the proposal for a new relationship 
between faculty members and our close-to-product industrial 
colleagues does not simply derive from a theoretical conception 
of how the world might operate; it is based upon the writer's 
multi-year and mutually beneficial interaction with the Ford 
Motor Co. In addition, the proposal is made with the convic­
tion that the writer's successful experience is not, in principle, 
extraordinary. It is held as a reasonable postulate that many 
faculty colleagues could benefit from such relationships if they 
made the effect to seek them. It can also be confidently pre­
dicted that: (i) such a relationship will not spontaneously occur, 
and (ii) that it will not occur without the active efforts of the 
faculty member. A concomitant factor in the writer's successful 
experience, and a factor that would appear to play an important 

The microstructure of a concentrated suspension influences 
the macroscopic rheological properties of that suspension. In 
turn, the flow of the suspension influences the microstructure 
in a tightly coupled reciprocal process. In both suspension 

'This work was sponsored by the U.S. Department of Energy, at Los Alamos 
National Laboratory, under Contract W-7405-ENG-36 with the University of 
California and at Sandia National Laboratories, under Contract DE-AC04-
76DP00789. All the authors gratefully acknowledge support for this work from 
Division of Engineering and Geosciences, Office of Basic Energy Sciences, the 
U.S. Department of Energy. Work at Los Alamos and Sandia National Lab­
oratories was also partially supported by the Office of Naval Research. 

2Los Alamos National Laboratory, Los Alamos, New Mexico 87545. 
3Sandia National Laboratories, Albuquerque, New Mexico 87185. 
4Los Alamos National Laboratory, Los Alamos, New Mexico 87545. 
'Department of Chemical Engineering, Massachusetts Institute of Technology, 

Cambridge, MA 02139. 

role in any similar experience for other faculty members, is 
the foresight of a manager to anticipate the benefits of such 
an interaction and his/her skill to utilize the contributions of 
an academician. The following suggestions to establish such a 
relationship are derived from the writer's experience. 

The "courtship" period may involve some low-return efforts 
("loss leader" in retail parlance) but a long term mutually 
beneficial relationship is certainly worth such an investment. 
The "first date]' could be an exploratory visit by the faculty 
member to a candidate close-to-product group or the atten­
dance of one or more of their group members at a university 
sponsored short course. These initial contacts and tasks may 
involve relatively prosaic matters; however, sustained inter­
actions and contributions can lead to a situation in which the 
faculty member's in-depth knowledge is employed for the much 
more interesting and rewarding work of identifying new prod­
ucts or processes. Such efforts would constitute the "Devel­
opment" side of R and D. Clearly, the most significant 
contributions to the company's competitiveness will come from 
such development efforts. 

It is pertinent to identify the significant correlation between 
the present proposal and the well articulated suggestions by 
M. J. Werle in the preceding JFE editorial.3 He notes the 
futility of a "technology push from the research end" which 
contrasts with the effectiveness of the "business pull from the 
products and services end." The individuals who best under­
stand the "business pull" are clearly our colleagues in the close-
to-product groups. The present suggestion, the "new" con­
cept, that faculty serve the needs of industry in exchange for 
indirect financial support of their research, was not addressed 
by Werle. 

Finally, and to the point of U.S. competitiveness, the writer 
is comfortable with the prediction that if this proposal were 
widely implemented, the extant intellectual resources resident 
in our universities would make a significant impact on the 
products and processes of our industrial sector. For those who 
are familiar with the relationship between German universities 
and their industrial community, the present proposal will also 
be buttressed by the recognition that such relationships are 
common practices in an obviously successful modern industrial 
state. 

rheometry and the processing of filled systems, the common 
assumption is that the suspended particles are distributed ran­
domly and homogeneously. For example, conventional vis­
cometers, which impose macroscopic flow fields, are 
traditionally used to measure the viscosities of suspensions. 
This viscosity, in many cases, may not be that of the homo­
geneous suspension originally introduced into the viscometer, 
but rather may represent a property governed by the flow-
induced, inhomogeneous structure created by the inhomoge-
neous flow. Such structures may be intrinsically different for 
various classes of flow fields associated with different viscom­
eters. 

Migration and ordering of suspended particles have been 
hypothesized to create viscosity measurements that vary with 
the total strain to which a given suspension has been subjected 
(e.g., Leigh ton and Acrivos, 1987). Microstructural changes 
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accompanying the shear flow of colloidal suspensions have 
been inferred via light- and small-angle-neutron-scattering 
techniques (e.g., Ackerson and Pusey, 1988; Laun et al., 1992) 
and more recently observed using visualization techniques us­
ing a laser sheet (Chow et al., 1993). 

Noninvasive nuclear magnetic resonance imaging (NMRI) 
techniques have recently shown great potential for the study 
of two-phase flow microstructures including the measurement 
of both concentration and velocity distributions (Majors et al., 
1989; Maneval et al., 1992). Recent experiments using NMRI 
show shear-induced microstructural changes in suspensions of 
neutrally buoyant, noncolloidal spheres (600 ^m< diameter 
<3.2 mm) subjected to flow between rotating concentric cyl­
inders separated by a wide gap (Abbott et al., 1991). Wide 
gaps create an inhomogeneous shear flow, absent in narrow-
gap Couette flow devices. The effects of particle size distri­
bution are currently being investigated (Chow et al., 1993; 
Husband et al., in preparation), as too are the effects of particle 
shape and suspending liquid rheology (currently under study 
at Lovelace Medical Foundation, Albuquerque). 

However, the mechanism creating microstructural changes 
and the effect of such changes upon the macroscopic properties 
of dispersed systems are still not clearly understood. For ex­
ample, continuum models that treat the neutrally buoyant sus­
pensions as hypothetical single-phase fluids have little linkage 
to existing knowledge of the individual particle motions oc­
curring in concentrated suspensions. Efforts to extend single-
particle theory to higher particle concentrations display, for 
the most part, only qualitative agreement with experimental 
data; moreover, such theories do not predict shear-induced 
particle migration. More recently, researchers have undertaken 
to solve this problem by extending to suspension flows theories 
developed for granular flows (e.g. McTigue and Jenkins, 1992; 
Nott and Brady, 1993). Blending of these two approaches, 
together with a firm correlation to microrheological obser­
vations, should be a primary research objective in the future. 

Theoretical developments will rely heavily on experimental 
data, much of which is currently unavailable. Existing data 
on viscometric flows should be expanded to include more com­
plex, multidimensional flows, possessing varying amounts of 
shear and elongation. This future database should include in­
formation on individual particle motions, as well as velocity 
and concentration profiles, in order to be of maximum use to 
theoreticians. 

Computational fluid dynamics (CFD) has established itself as 
a viable technique for performing research and solving engi­
neering problems, and when used correctly, can give accurate 
results for many fairly complex problems. This success has led 
to an ever increasing number of journal publications, many 
code developers, and surprisingly many users in the industry. 
Commercial CFD packages are often marketed by claiming 
that a particular code can solve almost every fluid flow prob­
lem, while many users, both in industry and academia, stand 
aloof from quantitative error measures, instead being dazzled 
by colorful computer generated output. This is mostly due to 
insufficient education in the scientific computing discipline 

'Department of Mechanical and Aerospace Engineering, West Virginia Uni­
versity, Morgantown, WV 26505-6101. 

Although much of our current phenomenological under­
standing is focused on low Reynolds number flows occurring 
in real suspensions, natural and industrial flows span the entire 
range of Reynolds numbers. Turbulence and potential flows 
of concentrated suspensions have received little attention and 
should be addressed. Similarly instabilities and heat transfer 
in concentrated suspensions need more experimental and the­
oretical development. Finally, although the fundamentals of 
foam and emulsion flows have been examined (e.g., Reinelt 
and Kraynik, 1990), further investigation is warranted to un­
derstand the behavior of concentrated dispersions where com­
pressibility effects are important or where both phases are 
deformable. 
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which often leads (intentional or not) to misuse and wrong 
conclusions. Every year, hundreds of papers are published in 
conference proceedings, and journals, on the advancement and 
application of CFD techniques. Whenever something is 
spawned in such large quantities it is very easy to lose sense 
of quality control. To assert quality, papers often end with a 
conclusion such as "good agreement is found between exper­
iments and predictions" to which the readers have become so 
immune that it no longer has meaning. Unfortunately, very 
little information is provided about the numerical uncertainty 
and the experimental data are often treated as if they are 100 
percent accurate. 

To improve the quality of the large number of papers being 
published there is urgent need for implementing a policy re-
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garding numerical uncertainty analysis (or quantitative error 
estimation). However, currently we lack a sound knowledge 
base for formulating such a policy especially concerning the 
fundamentals and theoretical aspects of numerical uncertainty. 
Unfortunately, at present, the level of effort either by indi­
vidual investigators or professional organizations as well as by 
relevant federal agencies (e.g., NSF) is very limited for ad­
vancing the knowledge base on this important topic. The lim­
ited number of activities and publications in this area are 
reviewed by Celik (1992) and Celik et al. (1993). 

The major topics of interest are: (i) separation of numerical 
errors from modeling errors (ii) identification, estimation, and 
reduction of numerical errors, (iii) assessment of computer 
codes and computational schemes with respect to numerical 
uncertainty-bench marking. 

(i) Methods need to be devised to separate numerical errors 
from those inherent to mathematical models. The ideal nu­
merical method with a sufficiently refined grid should give the 
"exact" solution to a well posed mathematical model (i.e., 
governing equations with a set of boundary conditions). If a 
mathematical model does not represent a physical phenomenon 
well even a perfect numerical solution may not agree with 
experimental data. An assessment of an approximate mathe­
matical model can not be made unless the numerical errors are 
negligibly small. But the reduction of numerical errors requires 
in the limit a zero mesh size. Research is needed in the area 
of direct numerical simulations (DNS) using well-established 
mathematical models so that the approximate mathematical 
models, in particular the turbulence models, can be evaluated. 

(ii) There is urgent need for development of methods for 

identifying the sources and quantification of numerical errors. 
On this topic the papers by Ferziger (1993) and Roache (1993) 
form a good basis for future research topics. Grid refinement 
studies and Richardson extrapolation should be extended to 
mixed order methods, non-uniform, non-Cartesian and un­
structured grids, as well as to cases which involve shocks, 
discontinues, and singularities. 

(iii) For proper assessment of computer codes and nu­
merical schemes bench mark problems should be established 
in joint collaboration of experimentalist and computational 
analysts. Coupled numerical-experimental studies are needed 
to determine the type of experiments and quantities to be 
measured. 
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One-Equation Near-Wall 
Turbulence Modeling With the Aid 
of Direct Simulation Data 
The length scales appearing in the relations for the eddy viscosity and dissipation 
rate in one-equation models were evaluated from direct numerical (DNS) simulation 
data for developed channel and boundary-layer flow at two Reynolds numbers each. 
To prepare the ground for the evaluation, the distribution of the most relevant 
mean-flow and turbulence quantities is presented and discussed, also with respect 
to Reynolds-number influence and to differences between channel and boundary-
layer flow. An alternative model is examined in which (v'2)1/2 is used as velocity 
scale instead ofk'/2. With this velocity scale, the length scales now appearing in the 
model follow closely a linear relationship near the wall. The resulting length-scale 

relations together with a DNS based relation between v'2/k andy* = k'Ay/v form 
a new one-equation model for use in near-wall regions. The new model was tested 
as near wall component of a two-layer model by application to developed-channel, 
boundary-layer and backward-facing-step flows. 

1 Introduction 
One-equation eddy-viscosity models have recently regained 

popularity as components of two-layer turbulence models (see 
e.g., Rodi, 1991). In these, one-equation models are used only 
near walls in the viscosity-affected region, say up to wall dis­
tances where the ratio of eddy viscosity to molecular viscosity 
takes values of 20 to 40, which corresponds to wall distances 
of up to y+ ~ 80 in boundary-layer flow. Outside this near-
wall region, other, more general models are employed such as 
the two-equation k-e model or Reynolds-stress-equation 
models. 

In existing one-equation models, the local state of the tur­
bulence is characterized by the velocity scale kl/1 and the length 
scale /. The turbulent kinetic energy k is calculated from a 
transport equation, while the /-distribution is prescribed em­
pirically. In attached near-wall flows, the only Reynolds stress 
of importance in the momentum equations is the shear stress 
- u' v', which is determined from the eddy-viscosity relation 

-u v' =vtU<y (1) 

In one-equation models, the eddy viscosity is calculated from 

v,= C,kuX (2) 

and the distribution of k from the following transport equation 
for A:: 

Uk,x+Vk,y = v + -
ak, 

-u'v' Uj-e (3) 
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The dissipation rate t appearing in this equation is determined 
from 

e = /v 3 / 2 / / £ (4) 

When the coefficient C„ in (2) is chosen as the square of the 
structure parameter u'v'/k under local equilibrium condi­
tions, the length scales 4. and /,. are the same in the log-law 
region, but they may differ very close to the wall. They are 
usually prescribed empirically by formulae of the following 
type 

where 

l^Qyd-expi-yVA,)) 

h = C,y(l-exp(-y*/A*)) 

y*=kU2y/p 

(5) 

(6) 

(7) 

and Ap and Ae are empirical constants. Hence, the length 
scales basically increase linearly with distance from the wall 
at the same rate, but their magnitude is reduced near the wall 
by exponential damping functions, which are similar to the 
van Driest damping function in the mixing-length model and 
are different for /M and le. This is basically the model due to 
Wolfshtein (1969)), while Norris and Reynolds (1975)) used a 
different damping function for the dissipation scale 4 near the 
wall: 

h 
C,y 

l + Ce/y* 
(8) 

Of course, the length scales grow linearly only near the wall; 
altogether a ramp function is assumed with a uniform /-dis-
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Fig. 1 Velocity profiles in wall coordinates, (a) channel; (b) boundary 
layer 

tribution in the outer part of the flow. However, in this paper 
we are concerned only with one-equation modeling in the near 
wall region. The argument in the damping functions is taken 
as y* = kU2y/v and not y+ = Ury/v because the functions 
should also work for separated flows where UT can go to zero. 

The length-scale prescriptions (5) and (6) are based on com­
patibility with the universal logarithmic velocity distribution 
and lean heavily on experience with the mixing-length distri­
bution near the wall, i.e., on the van Driest damping law. So 
far, the validity of the prescriptions could not be checked 
directly with the aid of data but only indirectly through their 
use in flow calculations. Direct numerical simulation (DNS) 
data are now available to test the length-scale relations directly 
and to form the basis for developing improved prescriptions 
if necessary. To this end, /M- and ̂ -distributions are calculated 
in this paper from DNS data for developed channel (Kim et 
al. 1987 and Kim, 1990) and boundary-layer (Spalart, 1988) 
flows at two Reynolds numbers each, and these data are com­
pared with the existing empirical relations. The influence of 
the Reynolds number is thereby also examined. Following Dur-
bin (1991)), alternative modeling with the normal fluctuations 

(v')in as velocity scale instead of kU2 is also investigated, and 
a new one-equation model for near-wall use only is proposed. 
This new model is combined with the standard k-e model in 
the outer flow to form a two-layer model, and calculations 
obtained with this are presented for developed-channel and 
boundary-layer flows and for separated flow over a step. The 
results are compared with two-layer model calculations em­
ploying the Norris-Reynolds one-equation model near the wall 
and with the DNS and experimental data. 

2 Basic Quantities Needed for Model Evaluation 
The ground for the model evaluation needs to be prepared 

first by providing distributions of basic quantities in channel 
flow and boundary layers as computed from the DNS data. 
Here, the influence of the Reynolds number and of the flow 
situation (channel flow versus boundary layer) is examined 
with the quantities plotted in wall coordinates. As components 
of two-layer models, one-equation models are mostly used for 
globally high-Reynolds-number situations and hence the model 
relations should correspond closely to such situations. Hence, 
it is important to examine how closely the DNS data obtained 
for the highest Reynolds numbers correspond to experimental 
data achieved at high Reynolds numbers. 

All quantities to be presented in the following are made 
dimensionless with the friction velocity UT and with c, and 
they are plotted against y+ = UTy/v. First, the velocity dis­
tribution is given in the usual semi-log plot in Fig. 1. For 
channel flow (Fig. 1(a)), there appears to be a reasonably 
well established log law for both Reynolds numbers, but for 
the lower Reynolds number (ReT = 180) the constant Cin the 
log law is above the standard value 5, while for ReT = 395 
the velocity distribution follows the standard log law over a 
significant part of the channel half-width. At fairly low Reyn­

olds numbers, the increase in the log-law constant C with 
decreasing Reynolds number is a well-known phenomenon. 
For the boundary layer at the lower Reynolds number (Re# = 
667), the velocity distribution follows the log law in a small 
region only, while at the higher Reynolds number (Re# = 1416) 
this region is fairly extensive (up to nearly >>+ « 100). For 
both channel and boundary-layer flows, the von Karman con­
stant derived from the data is K = 0.41. Hence, in the higher-
Reynolds-number cases, the velocity distribution corresponds 
to the observed distribution at much higher Reynolds numbers 
over a significant portion of the flow. 

Figure 2 shows for channel flow the distribution of the RMS 
values of the fluctuating velocity components u, v, and w 
compared with measurements of various experiments at high 
Reynolds numbers, as compiled by Myong and Kasagi (1988). 
The measurements show considerable scatter, and extreme data 
points should not be considered trustworthy. The DNS data 
exhibit a surprising dependence on the Reynolds number even 
close to the wall, particularly so for the component w. How­
ever, there is a clear trend with increasing Reynolds number 
toward the mean of the experimental data, and the DNS data 
for Rer = 395 are already a fairly good representation of the 
high-Reynolds-number experimental data. Hence it may be 
concluded that the higher-Re channel flow data correspond 
closely to high-Re channel flow for which the quantities con­
sidered are independent of Reynolds number. In Fig. 3, the 
corresponding DNS data for the boundary layer are presented 
at two Reynolds numbers. Here a similar Re-dependence is 
found, and it is interesting to note that, except very close to 
the wall, the fluctuating velocities in the boundary layer are 
somewhat higher than in the channel flow. This may be due 
partly to the differences in the flow situation with the shear 
stress —u'v' falling more quickly with distance from the wall 
in the channel flow than in the boundary layer, but to some 
extent it is also due to the fact that the boundary-layer flow 
at Ree = 1416 represents a higher Reynolds-number case than 
the channel flow at ReT = 395. This can be inferred from the 
higher y+- and p/v-values in the boundary layer (see Figs. 1 

and 7). The ratios u'2/k, v'2/k and w'2/k are shown for both 
flows in Fig. 4. Up to y+ = 100, there is generally little in­
fluence of the Reynolds number on these ratios, and there is 
also fairly good agreement between channel and boundary-
layer flow. An exception is w'2/k, which has a larger dip near 
the wall in the channel-flow case. For the higher-Reynolds-
number cases, constant values are a reasonable approximation 

to the data for^+ > 80, with u'2/k = 1, v'2/k « 0.41 and 
w'2/k « 0.59. The distribution of the structure parameter 
-u'v'/k is given in Fig. 5. For the channel flow, the range 
where this parameter assumes approximately the standard value 
of 0.3 is much narrower than for the boundary layer. However, 
in the higher Re case the value of 0.3 is reached in the boundary 
layer only at fairly large .y+-distances. 

The ratio of production to dissipation of turbulent kinetic 
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energy, P/e, which plays an important role in modeling, is 
given in Fig. 6. In channel flow, a substantial region with local 
equilibrium (P/e « 1) is present only in the higher-Reynolds 
number case. For the boundary-layer situation, such a region 
is limited to y+ ~ 80 - 100, while further away from the 
wall, production dominates dissipation and P/e reaches a max­
imum of about 1.4. Finally, in Fig. 7, the ratio of turbulent 
to molecular viscosity, c,+, is presented. The level of this quan­
tity reached is a good indicator of the influence of viscous 
effects on the flow, that is whether the Reynolds number is 
high enough for these effects to be unimportant. Clearly the 
low-Re channel flow does not satisfy this criterion with c,+ 

reaching values of only about 15. The higher-Re boundary 
layer reaches the highest levels of e,+ , as was to be expected. 
In the log-law region with U+

y+ = 1/KJ+, there follows from 
(1): 

v, = —u v ay (9) 

Near the wall, c,+ from the DNS data has the gradient K, but 
is does not follow exactly vf = KV+ but falls below this relation 
because this is based on —u'v' + = 1 while the actual shear 
stress is below the wall shear stress. Very near the wall, the 
damping of the eddy viscosity is visible, which needs to be 
accounted for in any turbulance model. 

DNS, Rer = 180 
DNS, ReT = 3 9 5 

o Laufer (1954), Re = 50,000 
A Clark (1968), Re = 30,400 
a Kastrinakis & Eckelmann (1983), Re = 25,200 

Fig. 2(c) 

Fig. 2 RMS fluctuations in developed channel flow, comparison with 
high-Reynolds-number data compiled by Myong and Kasagi (1988) 

3 One-Equation Models Based on k as Velocity Scale 

Length scale /,,. 
fined by 

The nondimensional length-scale I* de 

ti=- CJc + 1/2 (10) 

was determined from the DNS data and is presented in Fig. 
8. Its distribution is compared with the relationship 

cr/;=(-«v+)1/v (ii) 
which follows when vt in (10) is determined from (9) based 
on the log law and when k+ is assumed proportional to the 
shear stress -u'v'+ via 

k+ -u v 
C 

(12) 

In relation (12), - u' v' /k is the structure parameter, for which 
a standard value of .3 has been taken so that C^ = 0.09. In 
Fig. 8, actually C^/4/^ is plotted which corresponds to the 
Prandtl mixing length usually assumed to be ny+ in the log-
law region. As relation (11) assumes the log law to hold and 
the structure parameter —u'v'/k to have a value of 0.3, the 
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DNS data agree fairly well with this distribution in regions 
where these assumptions are approximately valid. Further away 
from the wall, the assumptions are not even approximately 
valid, so that there are considerable differences, particularly 
so for the boundary layer. The differences in the curves for 
the various Reynolds numbers can be much reduced when /M/ 
5 is plotted versus y/8, where 5 is the shear-layer thickness 
(channel half-width or boundary-layer thickness). C^/4//I/5 = 
C^ /4/^/Re r then is approximately 0.13 in the outer region of 
channel flow (y/8 > 0.4) and 0.095 for boundary layers in 
the region .4 < y/8 < .8. Equation (11) can be seen to ap­
proximate the /^-distribution reasonably well in the near-wall 
region, but not too close to the wall. There, /,, falls below the 
distribution (11) because of the near-wall damping of turbulent 
momentum transfer. A damping function a la van Driest is 
therefore required in this region and Rodi and Mansour (1990) 
compared the damping function in (5) with the DNS data and 
proposed an improved function on the basis of these data. 

Dissipation length lt. The nondimensional length scale 
It used for determining the dissipation rate which is defined 
by 

, , + 3/2 

l e = ^ d 3 ) 

is plotted in Fig. 9. When k+ in this relation is eliminated with 
the aid of (12) and e+ is determined from 

e + = P + = - w V + t / t + = -
xy 

assuming local equilibrium and the log law to hold, there results 
the following relation for /£

+: 

Cr/e + =(-«V + )"V (15) 
This is identical to relation (11) for the length scale I* showing 
that, under the assumptions involved in these relations, both 
length scales are the same. Not too close to the wall, the 
behavior of le determined from the DNS data is similar to that 
of /M, but this similarity does not extend to the channel center 
or the boundary-layer edge. Also, close to the wall significant 
differences are obvious which depend strongly on the Reynolds 
number. (This dependence does not disappear when le/8 is 

plotted versus y/8). A sizable region exists where /e
+ is larger 

than described by Eq. (15) or even larger than the linear relation 
Ky+. The maximum deviation occurs at y+ ~ 15, where the 
distribution of the dissipation rate e has a plateau (see Fig. 
15(d)). Here, existing one-equation models which reduce /£ 

below the linear distribution through the damping functions 
in (6) or (8) predict a peak in e as shown in Fig. 15 (d). Judging 
from the DNS data, the damping functions used for le in 
existing models therefore change the /^-distribution in the wrong 
direction. 

4 New One-Equation Model Based on ( v ' 2 ) 1 / 2 as 
Velocity Scale 

Durbin (1991) suggested that, in near-wall shear layers, the 

normal fluctuations (v'2)in may be a better velocity scale for 
characterizing the turbulent motion than kin and that no 
damping functions may be needed when this velocity scale is 
used. Hence, it is intriguing to examine whether this choice of 
velocity scale leads to corresponding length scales which are 
easier to prescribe empirically. Of course, the question then 

also needs to be answered as to how v'2 can be related to other 
known quantities in the context of a one-equation model. 

Length-scale /,,.„. When kxn is replaced by (v'2)[/2 in the 
eddy-viscosity relation (2), there follows: 

v, = (vr2)W%,„ (16) 

(14) It should be noted that any constant that may occur has been 
absorbed in /M „. In Fig. 10, the distribution of the dimensionless 
length scale /^„ as determined from the DNS data is compared 
with the distribution from the following approximate formula: 

1 ix,v 
(u'2 + ) l / 2 

-u v Ky 

(7~2+)U2 (17) 

This formula is again obtained by replacing the eddy viscosity 
by relation (9) based on the log law. Further, it can be seen 

from Fig. 3 that v'2+ is approximately 1 not too close to the 
wall, and this value was inserted in relation (17) for the straight 
line shown in Fig. 10. The figure indicates that, for larger y+-
values, the DNS data deviate more from the approximation 
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curve than in the case of /M (see Fig. 8). However, close to the 
wall (y+ < 60) the /*.„ data follow much closer the approximate 
linear relation. Hence, there is considerably less damping than 

in the case of /,,. This is due to the fact that v'2/k decreases 
near the wall (see Fig. 4) and that right at the wall 7Mi„ oc y 
while /̂  oc y2. There appears to be some damping, but to first 
approximation the data can be described by 

l^v = Chtly (18) 
where the factor Qifl is somewhat smaller than K. AS can be 
seen from Fig. 11, the linear distribution with Ct>ll = 0.33 
approximates the data fairly well up to y+ ~ 60. It may be 
also of interest that l^v/8 = /*„/ReT is approximately 0.12 in 
the outer part of channel flow and 0.08 in boundary-layer 
regions with .4 < y/8 <.8. 

Dissipation length /6i„. When (v'2)W2 is used as velocity 
scale, the dissipation relation corresponding to (4) reads: 

(v'2)1/2k 
(19) 

+ 3. 

Fig. 11 Distribution of length scale l*v near the wall 

which is practically a relation between a velocity scale, a length 
scale and the time scale k/e. The dimensionless length scale 
lc,v can be approximated as 

k+ 

(v'2 + )1/2-- 1 
C mw (v •2 + •. 1/2 (20) 

which again results from the elimination of k+ with the aid 
of (12) and e+ with the aid of (14), involving local-equilibrium 
and log-law assumptions. In Fig. 12, C^/2/*„ determined from 
the DNS data is plotted together with the line ny+ resulting 

from (20) by assuming again that v'1+ has a value of 1. Figure 
12 shows that this linear relation approximates the channel 
flow data near the wall very well, while the data indicate a 
somewhat larger slope for the boundary layer. This is due to 

the fact that, in the boundary layer, v'2+ is somewhat larger 
than 1 in the region considered (see Fig. 3). Further, the lower-
Reynolds-number cases follow the linear distribution only up 
to rather small y+-values. In the bulk of the flow at larger y+ 

distances, constant values of /£
+„ are approached. When /*„ is 

made dimensionless with 5, C1/ /£j„/5 ~ 0.14 for both channel 
and boundary-layer flows. Near the wall, a linear distribution 
appears reasonable, but in the immediate vicinity of the wall 
this must be modified to yield the correct behavior of e as y 
approaches zero. A modification analogous to the one in (8) 
was chosen, and the final /£i„ distribution recommended reads 

/£,„=1.3>>/ 1+2.12 (21) 
v'2y/ 

Since v'2 oc y4 and k oc y2 this distribution leads to the correct 
behavior e oc y° asy goes to zero. In Fig. 13, the /^-distribution 
(21) is compared with the various DNS data for the near wall 
region. It can be seen to be a reasonable compromise to the 
data and describes well the deviation from the linear distri­
bution at very small y+ values. 

Determination of v'2. When (v'2),/2 is used as velocity 

scale in the turbulence model, the distribution of v'2 needs to 
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Fig. 14 Variation of v'2lk versus y*, (a) channel; (b) boundary layer 

be determined. Figure 4 indicates that v'2/k has a reasonably 
universal distribution with y+ near the wall. Hence, v'2 is 
determined from & through an empirical relation between 

v'2/k and a suitable wall distance, based on the DNS data. 
The wall distance y* = kW2y/v is taken to make the model 
applicable also to separated flows. The following relation based 
on the channel data is used 

— = 4 . 6 5 x l ( r y 2 + 4 . 0 0 x l ( r y 
k 

(22) 

which is compared in Fig. 14 with the DNS data. It can be 
seen that up to y* = 60 the empirical relation describes the 
DNS data fairly well. 

5 Application of the New One-Equation Model 
The new one-equation model was tested as a component of 

a two-layer model, referred to as TLV, in which it is applied 
only in the viscosity-affected near- wall region while the flow 
outside this region is calculated with the standard k - t two-
equation model of Launder and Spalding (1974). In the latter, 
the eddy viscosity is determined from v, = c^/t. k appearing 
in this relation is also calculated from the Adequation (3) but 
the dissipation rate e is calculated from a model transport 
equation. Standard values of the empirical constants are em­
ployed except for o> appearing in the diffusion term of the k-
Eq. (3) which was given a value of 1.3 instead of the standard 
value of 1.0 in both one- and two-equation model components. 
The calculation examples include developed channel flow at 
Rer = 180 and 395 and boundary-layer flow at Ree = 670 
and 1410 for which DNS data are available as discussed above. 
Profiles are presented here only for the higher Reynolds num­
ber cases; results for the low Reynolds number cases can be 
found in a supporting laboratory report (Rodi et al., 1992). 
Test calculations were also carried out for the flow over a 
backward-facing step involving separation, which was studied 
experimentally by Driver and Seegmiller (1985). The calcula­
tions with the new TLV two-layer model are compared with 
results obtained with an existing two-layer model due to Cordes 
et al. (1993) referred to as TLK because the near-wall one-
equation model component uses kxn as velocity scale. It is the 
one-equation model due to Norris and Reynolds (1975) con­
sisting of Eqs. (2) to (5) and (8) with C„ = 0.09, A \ = 50.5, 
C, = 2.495 and C£ = 5.3. In the TLK model, the standard 
value of ak = 1.0 is used and the two model components are 
matched at locations where vt/v = 36 which corresponds to 

y+ = 80 - 90. Since the empirical relation (22) for v'2/kuscd 
is accurate only in the range up to y+ ~ 50, it was necessary 
to match the two components in the TLV model closer to the 
wall and a position was adopted where v,/v = 16. 

5.1 Developed Channel Flow. For the channel flow, the 
numerical calculations were performed with a simplified form 
of an implicit finite-difference method developed by Michelassi 
(1988). Ninty-one grid points were placed across the channel 

half-width and were clustered in the near-wall region. For the 
higher ReT case, the profiles of velocity U, eddy viscosity vt, 
turbulent kinetic energy k and dissipation rate e are shown in 
Fig. 15 where they are compared with the DNS data. All quan­
tities are made dimensionless with UT and v and are plotted in 
a semi-logarithmic way in order to emphasize the behavior in 
the near-wall region. The velocity-profile predictions with both 
TLV and TLK models are indistinguishable up to y+ « 100 
and they agree well with DNS data. In the channel center, only 
the TLV predictions agree closely with the DNS data while the 
TLK model predicts the velocity to be too low. It should be 
mentioned that in these calculations UT was fixed while the 
flow rate was allowed to adjust itself. The underprediction of 
velocity in the channel center is caused by serious overpred-
iction of the eddy viscosity, as can be seen in Fig. 15(b). In 
developed channel flow, the total (viscous plus turbulent) shear 
stress has a linear distribution. In the central part of the chan­
nel, the viscous stress is negligible so that the turbulent shear 
stress varies linearly and its distribution is independent of the 
turbulence model used. Hence according to (1), an overpred-
iction of v, must cause the velocity gradient to be too small 
and in turn an underpredition of the velocity itself in the 
channel center. The differences in the vt- and consequently U-
predictions in the channel center are entirely due to the different 
values of the constant ak used in the k — e model component. 
It is now well known that in order to produce the observed 
dip in vt toward the channel center, o> must be raised from its 
original value of 1.0 to the value of the constant <je (= 1.3). 
Near the wall, where the one-equation model is switched on, 
the TLV and TLK models give virtually the same (^-distribution 
which is in good agreement with the DNS data. The same 
remarks apply to the shear-stress distribution (not shown here, 
see Rodi et al., 1992). The profiles of turbulent kinetic energy 
k+ are compared in Fig. 15(c). The TLV profile is in fairly 
good agreement with the DNS data while the TLK model 
underpredicts the peak value considerably. This is due to an 
overprediction of the dissipation rate e in this region (y+ » 
15) as can be seen from Fig. 15(d). While both models predict 
the turbulent kinetic energy to behave as k+ =cky

+1 very near 
the wall, the growth rate expressed by ck is predicted too small 
by the TLK model. DNS gives ck = 0.1 whereas the TLK 
model yields only 0.03. The TLV model somewhat overpredicts 
the growth rate (ck = 0.13) but is still in relatively good agree­
ment with the DNS data. 

The largest differences between the TLK and TLV predic­
tions are for the dissipation rate near the wall, as can be seen 
from Fig. 15(d). In common with most other low-Re models, 
the TLK model predicts the maximum of e away from the wall 
at about y+ = 12 and a drop to a fairly low wall value, which 
is directly related to the value of ck(e

+ = 2ck). On the other 
hand, the TLV model predicts nearly the correct shape of the 
e-profile and the maximum to be at the channel wall. That the 
e-distribution predicted by the TLK model would be at variance 
with the DNS data could be inferred already from Fig. 9 show­
ing that the dissipation length 4 evaluated from the DNS data 
is considerably larger near the wall than assumed in the Norris-
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Fig. 15 Profiles in developed channel flow at Re, = 395. (a) Velocity 
U+ ; (6) eddy viscosity rf; (c) turbulent kinetic energy k+ (d) dissipation 
rate e+. 

model crx 10 H 
DNSRe„ = 670 
TLK Re, = 670 
TLV Re9 = 670 
DNS Re„= 1410 
TLK Ree= 1410 
TLV Re, = 1410 

4.86 
5.25 
4.77 
4.14 
4.20 
3.88 

1.50 
1.45 
1.54 
1.43 
1.40 
1.45 

Reynolds one-equation model. Calculating the e-distribution 
from (19) together with the dissipation-length distribution (21) 
brings about the much improved e-prediction with the TLV 
model. 

Basically the same remarks can be made on the ReT = 180 
case, for which the results are given in Rodi et al. (1992). At 
this lower Reynolds number, the TLK model shows an even 
stronger underprediction of the velocity in the channel center, 
and the accuracy generally deteriorates because the viscosity-
affected layer occupies nearly the entire computation domain. 
However, in spite of the fact that in the TLV model the match­
ing of the two model components occurs closer to the wall and 
hence a smaller part is simulated with a viscosity-dependent 
near-wall model, the predictions with the TLV model are still 
in better agreement with the DNS data than those with the 
TLK model. 

5.2 Boundary-Layer Flow. The boundary-layer flow was 
computed with a 2-D version of the 3-D implicit finite-volume 
procedure of Majumdar et al. (1992), using a rectangular grid. 
The calculation domain covers a streamwise distance x such 
that Re e = 300 at the inflow boundary and Re9 = 1410 at 
the outflow boundary. The domain extends in normal direction 
to y+ « 1190 which is approximately half of the streamwise 
distance. The whole calculation domain was divided into 10 
subdomains each having 1/10 of the total length in the x-
direction. In each subdomain a 162 x 122 grid was used with 
50 grid points in the near-wall region up to y+ = 50. The 
resulting exit profiles provided the inlet profiles for the next 
subdomain. For the first subdomain, the inlet profiles were 
specified in accordance with the DNS data of Spalart (1988) 
at Rcg = 300. 

The skin friction coefficient and the shape factor H are 
compared with the DNS data in Table 1 at the two x-locations 
where Ree = 670 and 1410. At the lower Reynolds number, 
the TLV-model results are in better agreement with the DNS 
data than the TLK-model results; this trend is reversed at the 
higher Reynolds number where the TLV model underpredicts 
the friction coefficient. This can be traced to the fact that the 
velocity in the outer part of the boundary layer and in the free 
stream is overpredicted (the friction velocity UT was fixed in 
the calculations) as can be seen from Fig. 16(a). This behavior 
is caused by an underprediction of the shear stress by the TLV 
model near the edge of the boundary layer, which is shown in 
Fig. 16(6). On the other hand, the TLK model predicts the 
correct velocity and shear-stress distributions at the boundary-
layer edge. This difference in model behavior is again due to 
the different values of ok used. In combination with the other 
constants in the k - e model, ok = 1.0 appears to be more 
suitable for boundary layers than ok = 1.3 which gives better 
results for channel flow. In the inner part of the boundary 
layer, both models yield virtually the same velocity profile 
which is in very good agreement with the DNS data (Fig. 
16(a)). The shear-stress distribution is also in close agreement, 
with the TLV model yielding slightly superior predictions very 
near the wall (Fig. 16(6). Figure 16(c) compares predicted 
k+ -profiles with DNS data. As for the channel flow, the TLV 
model predicts the near-wall and peak behavior of k+ very 
well, while the TLK model predicts too slow a rise of k and 
a considerably too low peak. In the region y+ » 100, both 
models underpredict somewhat the &-Ievel, and similar to the 
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Fig. 16 Profiles in boundary layer at Re,, = 1416. (a) Velocity U*; (b) 
shear stress uv+; (c) turbulent kinetic energy k; (d) dissipation rate i*. 

5T>-behavior, the TLV model underpredicts k at the edge of 
the boundary layer while the TLK model has the correct be­
havior there. Concerning the e-distribution sliown in Fig. 16 (d), 
the two models show the same behavior as discussed for the 
channel flow. The e-profile computed by the TLV model is 
again in much better agreement with the DNS data than that 
obtained with the TLK model. Still, the wall value of e is 
underpredicted by the TLV model, but beyond y+ ~ 8 there 
is good agreement with the DNS data. On the other hand, the 
TLK model shows agreement with DNS data only beyond y* 
« 25. 

The profiles at the lower Reynolds number of Ree = 670 
show similar trends and are available in Rodi et al. (1992). 

5.3 Backward-Facing Step Flow. The test case with the 
step height being 1/8 of the inlet channel height was chosen 
because Driver and Seegmiller (1985) had conducted very de­
tailed LDV experiments on this flow. The upper channel was 
is parallel to the lower wall and the Reynolds number based 
on the inlet channel height and the inlet reference velocity is 
approximately 3 x 105. The computations were carried out 
with the same implicit finite-volume solver used also for the 
boundary-layer calculation. A second-order accurate spatial 
discretization was used in the solver. The calculation domain 
extended from four step heights upstream to 32 step heights 
downstream of the step. A Cartesian grid was used with 151 
points in the stream wise direction and 101 points in the cross-
stream direction. Further grid refinement produced no changes 
in the computed results. The grid was clustered near the wall 
and the first gird point away from the wall was at y+ «= 2. 
With the TLK model, 45 points were located in the inner region 
where the one-equation model was applied, while typically 25 
points were located in this region when the TLV model was 
employed. The two models give virtually indistinguishable re­
sults for all quantities. Figure 11(a) shows the distribution of 
the friction coefficient cf along the bottom wall. The reat­
tachment point is predicted at x/H = 5 . 7 while the observed 
value is 6.2. When the standard k — e model with wall functions 
is used, reattachment is predicted at x/H —4.8 and the max­
imum negative value of Cj in the reverse-flow region is under-
predicted (see Rodi, 1991). Figure 17(a) shows that the two-
layer models overpredict the negative C/somewhat but simulate 
fairly well the redevelopment of Cj downstream of reattach­
ment. Figures 17(5) and 17(c) show the velocity and shear-
stress profiles respectively at various downstream locations. 
Only one line is given since the TLV and TLK models produced 
indistinguishable results. In general, the velocity field can be 
seen to be well predicted, but in the separation region the 
negative velocities are too high close to the wall, causing the 
excessive negative cs discussed already, and reattachment oc­
curs somewhat too early. The shear stress is somewhat over-
predicted in the curved free-shear layer bordering the separation 
region which is probably due to the fact that the k - e model 
effective in this region does not account properly for streamline 
curvature effects on turbulence. 

The details in near-wall modeling seem to be insignificant 
in this case because the flow development is determined mainly 
by the modeling of the free shear layer which is the same with 

' the TLV and TLK models. However, the TLV formulation 
was found to have a numerical advantage over the TLK model 
because it allowed for faster convergence of the solution. Typ­
ically 1000 iterations were needed for the TLK model to reach 
a converged solution with an integral over all residua of » 
10"7, whereas 600 iterations were needed to reach the same 
residua level when the TLV model was used. This may be 
traced to the fact that the TLV model does not use the highly 
nonlinear exponential damping function which is part of the 
TLK model. 
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6 Conclusions 
The DNS data have shown that, for the Reynolds numbers 

investigated, there is still considerable influence of the Reyn­
olds number on the quantities plotted in wall coordinates. 
However, for the higher Reynolds numbers simulated, the 
quantities are already close to those observed in experiments 
at much higher Reynolds numbers. On the other hand, for 
both channel and boundary layer the lower-Reynolds-number 
cases are subject to considerable viscous effects. 

The length scale /,, in the eddy-viscosity relation of existing 
one-equation models follows a near-linear behavior near the 
wall, but very close to the wall it falls below this distribution 
and requires the introduction of a damping function similar 
to that for the mixing-length distribution. The distribution of 
the dissipation length scale le evaluated from the DNS data 
shows a pronounced hump at y+ ~ 15 and lies considerably 
above the linear distribution near the wall. This behavior is 
not described by the le prescriptions used in existing models. 

When the normal fluctuations (v'2)ul are introduced as ve­
locity scale instead of kvl, the corresponding length scales are 
better behaved, i.e., the dissipation length /,._„ does not have 
a hump and the length l^v is subject to much less damping. 
Near the wall, both length scales can be approximated quite 

well by linear relations; only le>v needs to be damped very closed 
to the wall. 

It was found that v'2/k is a fairly universal function of y* 
— kiny/v near the wall, and an empirical relation was proposed 
for use in one-equation models which avoids solving an ad­
ditional equation for v'2. Together with the length-scale re­
lations introduced, this forms a new one-equation model which, 
as the near-wall component of a two-layer model, was tested 
by application to channel flow, boundary-layer flow and back­
ward-facing step flow. In the first two test cases, the new model 
produced considerably improved k- and e- profiles near the 
wall compared with profiles obtained with a two-layer model 
employing an existing one-equation submodel. In the back­
ward-facing step case the differences in the results were insig­
nificant, but the new model required considerably fewer 
iterations in the numerical solution. The new model should 
now be tested for a wider range of flows. 
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Frictional Drag Reduction by 
Injecting High-Viscosity Fluid Into 
Turbulent Boundary Layer 
This paper presents a new method to reduce turbulent frictional drag by injecting 
high-viscosity fluid into the boundary layer. When the turbulent region of the 
boundary layer is filled with high-viscosity fluid, and the viscosity of the viscous 
sublayer is kept low, the Reynolds stress in the turbulent region is reduced and 
therefore requires a greater velocity gradient to transfer the momentum. The greater 
velocity gradient in the turbulent region results in a reduction of the velocity gradient 
at the viscous sublayer, which causes a drop in shear stress at the wall. Such a 
boundary-layer structure could be created by injecting two different fluids from 
double slits on a wall. Sugar syrup and water were used as the high-viscosity fluid 
and the low-viscosity fluid, respectively. The shear stress was directly measured by 
shear stress pick-ups mounted flush on the wall. The shearing stress was reduced 
by more than 50percent at the optimum injection condition. A water/water injection 
experiment was also performed to show the effect of injection itself. 

Introduction 
One of the highest priorities of fluid dynamists and designers 

is the reduction of viscous drag acting on a body. Viscous drag 
can usually be divided into two components—form drag and 
frictional drag. Form drag is mainly caused by flow separation, 
and its prevention techniques have been studied for decades 
(for example, Lachmann, 1961). 

Delaying the transition to turbulent flow has been the focus 
in many attempts to reduce frictional drag. Research work to 
control the turbulent boundary layer by active or passive means, 
such as compliant walls, riblets, Large Eddy Break Up Device/ 
Outer Layer Device (LEBU/OLD), etc. (for example, Hough, 
1980; Liepmann and Narasimha, 1987; Gyr, 1989) has been 
the recent trend. A good review on this field was given by 
Bandyopadhyay (1986). For liquids, several other methods, 
such as polymer solutions (Toms effect) and micro-bubble 
ejection have been proposed and examined. Virk (1975) thor­
oughly reviewed the effects of polymer solutions. He showed 
that when the polymer effect began to reduce the frictional 
drag, the turbulent velocity distribution changed and the Reyn­
olds stress was reduced at the inner region of the boundary 
layer. He also suggested that the polymer molecules interfered 
with the turbulent bursting process in the buffer layer. Tied-
erman et al. (1985) found that the polymer had a direct effect 
on the flow structures in the buffer layer, 10 < y+ < 100. 

Micro-bubble ejection seems to be another very effective 
method in reducing frictional drag. Bogdevich et al. (1977) 
showed the local frictional resistance reduced to one order of 
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magnitude less than that of the original turbulent boundary 
layer. Madavan et al. (1984, 1985a, 1985b) made an extensive 
study of the micro-bubble effect. According to their hypoth­
esis, the mechanism of frictional resistance reduction was due 
to the reduction of turbulent mixing length especially in buffer 
region, that was caused by the increase in effective viscosity 
of water with many micro bubbles. The decrease in the tur­
bulence intensity in the buffer region causes an increase of the 
mean velocity gradient there. It causes, in turn, the decrease 
of the velocity gradient in the viscous sublayer. 

These previous studies lead to a method to reduce the fric­
tional resistance by creating stratified layers with different 
viscosity fluids—probably the high viscosity fluid in the buffer 
layer and/or the turbulent region. In this paper, the authors 
present characteristics of such a boundary layer that was formed 
by ejecting a high viscosity fluid from an upstream slit and 
water from a downstream slit on a flat plate in a water tunnel. 

Mechanism of Drag Reduction 
The shearing stress in a turbulent boundary layer is expressed 

as, 
du —r—, 

--H-—pu v 
dy 

(1) 

where and ' are time averaged and nonsteady components, 
respectively. 

The momentum transfer is mainly a result of the Reynolds 
stress, - pu' v' and the velocity gradient Su/dy is very small 
in the turbulent region of the boundary layer. However, the 
velocity gradient should be large in viscous sublayer to transfer 
the same amount of momentum. The increase in the viscosity 
of the fluid in turbulent region causes the decrease of the 
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Reynolds stress, resulting in the increase of the term ^ du/dy. 
Then, the velocity gradient du/dy might increase even if the 
viscosity fi has increased, because the momentum is mainly 
transferred by the Reynolds stress in the turbulent region. In 
such a case one can expect the decrease of the velocity gradient 
near the wall as shown in Fig. 1. Therefore, if we can produce 
a kind of "sandwich structure" fluid stratified layer of low-
high-low viscosity, the frictional resistance will decrease in the 
turbulent boundary layer. 

Experimental Apparatus and Experimental Method 
The experiment was conducted in a recirculating water tunnel 

at the University of Tokyo. The recirculating water tunnel is 
usually used as a cavitation tunnel. There were several can­
didate liquids for the high viscosity fluid, such as glycerin, 
ethylene glycol etc. Sugar syrup was finally chosen as the high 
viscosity fluid, because it did not pollute the environment. The 
viscosity of sugar syrup can vary depending on its concentra­
tion and temperature (Fig. 2). 

The tunnel had a rectangular test section with dimensions 
of 120 mm x 50 mm in section. The outline of two side 
windows is shown by the dotted line in Fig. 3. The windows 
are smaller than the test section. The test body was made of 
stainless steel and had a convex shape with a flat top (Fig. 3), 
which allowed the boundary-layer velocity distribution to be 
measured by a laser Doppler velocimeter. The test body had 
two slits for injecting the fluids in the boundary layer. 

The double slits were 10 mm apart, with an angle of 20 
degrees to the flat wall, and a width of 0.6 mm (Fig. 4). The 
outlet of the slits was carefully rounded to prevent the ejected 
fluids from separating from the flat wall. 

The test section allowed for five shearing stress pick-ups to 
be embedded on the flat wall (Fig. 3). For the experiment, four 
active pick-ups and one dummy pick-up (at the most down­
stream position) were installed. The pick-ups were numbered 
1-4 from upstream to downstream. Each shearing stress pick­
up had a floating disk of 5 mm in diameter, which was sup­
ported by two parallel cantilever beams. The shearing stress 
acting on the floating disk deforms the two beams. The de­
formation of the beam is detected by strain gauges attached 

40 60 
TCC) 

Fig. 2 Viscosity of sugar syrup 

to them (Fig. 5). Capacity of the pick-up is 500 Pa which 
corresponds to the 1 g force to the disk. The disk moves about 
0.1 mm for each gram of force. The frequency response limit 
is 30 Hz. A static force calibration of the pick-ups was per­
formed as follows: Each pick-up was hung vertically, and a 
thread with a small hook was glued on the floating disk. Then 
small weights (up to 1 g) were hung on hook. However, during 
the course of the experiment this type of calibration was shown 
to be insufficient. The insufficiency of this method of cali­
bration will be discussed later. 

Signals of the pick-ups were recorded in two 6 channel digital 
data recorders. Number of data for one run was 8192 with the 
sampling time of 2 ms. The data were processed by a personal 
computer (NEC PC 9801E). 

It was necessary to eject water and sugar syrup at low con­
stant flow rate. There was no suitable pump available for the 
present purpose. Therefore, compressed-air pressure tanks were 
used to eject the fluids. The ejection setup is shown in Fig. 6. 
Flow rate was measured by a rotameter. The rotameter was 
calibrated with the sugar syrup just before each run by a meas­
uring glass and a stop watch. The viscosity of the sugar syrup 
was measured with a capillary tube-type viscometer. The liq­
uid's temperature was also measured at this time. 

The total amount of injected sugar was accounted for, and 
the bulk water was refilled when its sugar concentration reached 
2 percent by weight. The size of the test body and the maximum 
speed available were not large enough for turbulent flow. 
Therefore, a turbulence stimulator was used. After several 
stimulators were tested at various positions, a circular rod of 
5 mm diameter was placed at the entrance of the test section, 
115 mm upstream of the leading edge of the test body. The 
effect of the turbulence stimulator will be discussed later. 

The measurements were taken on the narrow wall of the test 
section. The typical boundary-layer thickness was about 6 mm, 
which was approximately one-eighth of the test section's width. 
Similar experiments were made in a developed two-dimensional 
duct flow, (for example, Tiederman et al., 1985). Those ex­
periments required a long starting region which was impossible 
for the present experiment because of the limitations of the 

Nomenclature 

L 
Q 

Re 

T 
U 

frictional resistance coefficient 
test body length 
injection flow rate 
Reynolds number based on 
main flow velocity and test 
body length 
temperature 
main flow velocity 

y 

5 

P 

velocity to x direction 
injection velocity, velocity to y 
direction 
coordinate parallel to wall 
coordinate vertical to x 
boundary layer thickness 
viscosity 
density 

T = shearing stress 

Subscript 
0 
1 
2 

Vf 
oo 

= without injection 
= downstream injection 
= upstream injection 
= sugar syrup 
= water 
= reference value 
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facility. Therefore, the present experiment was conducted in 
a two-dimensional boundary-layer flow with the disturbance 
originating at the corners and gradually disturbing the two-
dimensional boundary layer. Figure 11 shows the disturbance 
in the two-dimensional boundary layer. 

Experimental Results and Discussions 
Velocity Distribution Over the Test Body. As mentioned 

before, the test body had a convex shape. The velocity distri-

u n i t in mm 

w i l l i T u r b u l e n c e - S t i m u l a t o r 

U/Uc 

1 . 0 

• = 5 . 9 ( m / s ) 

o o ° 

o M e a s u r e m e n t 

— C a l . 

I. 0 . 5 0 . 7 
x/L 

Fig. 7 Main flow velocity distribution (Uncertainty of data: ± 4 percent) 

bution, especially on the flat part, was examined analytically 
as well as empirically. 

The velocity distribution was calculated by combining an 
ideal fluid flow calculation where singularities, source and sink 
and vorticities, were distributed on the wall surface, with the 
boundary layer calculation, using the momentum integration 
method (Yamaguchi et al., 1988). The calculation also included 
the effect of the upper wall of the test section. 

The velocity distribution was measured by a Laser Doppler 
Velocimeter (LDV). The measurement was made at the nominal 
main flow velocity, Ux = 5.9 m/s and 10.2 m/s. Figure 7 
shows the main flow velocity distribution at Ux = 
5.9 m/s along the test body. U is defined as the velocity at the 
edge of the boundary layer. The abscissa is nondimensionalized 
by the test body length of 350 mm. The main flow velocity is 
high at the shoulder of the test body, and increases gradually 
downstream because of the development of the boundary layer. 
However, the increase is so small that we can assume the main 
flow velocity is constant at the middle (x/L - 0.5). 

Typical velocity distributions in boundary layers are shown 
in Fig. 8, where sections B and E are 10 mm upstream and 50 

' mm downstream, respectively, of the center of the test section 
(see Fig. 3). They correspond to x/L = 0.471 and 0.643. The 
boundary-layer thickness, displacement, and momentum 
thicknesses were 5 = 6.3 mm, 5i = 0.88 mm and 52 = 0.63 
mm, respectively, at section B with [/„ = 5.9 m/s. The velocity 
distributions agree with the empirical formula of turbulent flow 
as seen in Fig. 8. The velocity distribution without the tur­
bulence stimulator was also measured at section B. It shows 
that the flow is not fully turbulent, and demonstrates the effect 
of turbulence stimulator. The result with the turbulence stim-
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)

ulator will be mainly discussed in the following chapter. The
measured velocity distribution at Uoo = 10.2 mls (not shown
here) closely approximates the empirical log law even without
the stimulator.

Wall Shearing Stress. The wall shearing stress is one of the
most difficult properties to measure, even indirectly. In the
present experiment, the wall shearing stress was measured di­
rectly using pick-ups shown in Fig. 5.

The wall shearing stress measurement was very similar be­
tween Uoo = 5.9 mls and 10.2 m/s. Data at Uoo = 5.9 mls
are shown in Fig. 9. The estimated shearing stress from the
velocity distribution (cf. Fig. 8) is shown by open square marks.
The boundary-layer calculation was made using the momentum

U= "5. 9 (m/s)

6.0

Tr ans it ion

Gr, x 10 3

•
~ . 0 •• 8 --.-

• • 0
0

integration method. The starting point of the boundary layer
was assumed to be the leading edge of the test body (point A
in Fig. 3). Smith's criterion was used for the estimation of
transition (Cebeci and Bradshaw, 1977). The calculation took
no account of the effect of the upstream boundary layer or of
the turbulence stimulator. Therefore, the actual transition
might occur far upstream of the calculated point shown in Fig.
9.

The measured shearing stress agrees fairly well with the
calculation, and its reproducibility was also satisfactory. How­
ever, the measurement by pick-up No.3 (xiL = 0.614) was
unexpectedly high. The shape of pick-up No.3 was examined
by a microscope, and it was determined that the leading edge
of the floating disk was about 40 fJ. m higher than the surface
of the mount block, as shown in Fig. 10. The other pick-ups
were also examined and it was determined that their irregularity
was within ± 5 fJ.m. The irregularity of 40 fJ.m corresponds to
about y+ "" 9 at U"" = 5.9 mls and the dynamic pressure
acting on the side wall of the floating disk amounts 0.014 g,
which corresponds to LlCf = 0.4 x 10- 3. The above estimation
explains, to some extent, why only pick-up No.3 gives such
a high value, as seen in Fig. 9, though the reading is still too
high. This fact also shows that a static calibration using weights
is not sufficient for the present type of shearing stress pick­
up. Moreover, it is desirable to calibrate pick-ups in flow
conditions.

It was decided to make reference measurements without
injection before and after the series of injection experiments.
The effects of injection were also evaluated by comparing them
with those reference measurements. During one series of ex­
periments, the repeatability of data was good and twice the
standard deviation of the data was less than 6 percent, which
was mainly caused by the fluctuation of main flow velocity
and the vibration of the floating disk. The estimated errors of
injection velocity and fluid viscosity were less than 2.5 and 10
percent, respectively. The error of viscosity was large because
of the inaccuracy of the temperature estimation (up to 2 degrees

0.7,/L0.5

• Exp. Direct measurement

o Exp. from velocity measurement

-Cal.

O. 3

2.0

0.0
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Fig. 12 Results of shearing stress measurements (water/water, U„. = 5.9 (m/s)) 

during the viscosity measurement). The error of viscosity meas­
urement caused an error of 5 percent in the shearing stress 
measurement in extreme cases. Summing up these random 
errors, the maximum random error of the shearing stress meas­
urement was estimated within 9 percent (95 percent confi­
dence). There was a bias error in the stress measurement because 
of the mal-alignment of the pick-up surfaces. The error in­
creased to 20 percent at pick-ups No. 1 and 2 (Fig. 9). When 
data were evaluated by relative values to those without injec­
tion, the bias error could reduce to 5 percent. It was caused 
by boundary layer change with and without injection. There­
fore, the uncertainty of Cf/Cj0 value was estimated within 14 
percent (95 percent confidence). 

Effect of Injection Into Boundary Layer. Besides the 
water/sugar syrup injection experiment, an experiment with 
water/water injection (injecting water from both slits) was 
performed to examine the effect of injection itself. 

As seen in Fig. 11, the injected sugar syrup became white 
because of the large difference in the index of refraction be­
tween water and sugar syrup. Because of that, the flow and 
the mixing process could be observed easily. However, the 
LDV could not be used since it was being used in a forward 
scatter mode at the time. 

The experimental conditions were; 

Main flow velocity: UO0 = 5.9±0.1 m/s, 10.2±0.1 m/s 
Reynolds number: 

Re = U„L/v = (1.78-1.95 ± 0.03) x 106, 
(3.07-3.36 ± 0.04) x 106 

Viscosity of sugar syrup: ns = 11.9-47.2 ± 0.2cP 
Injection rate Water: 0 - 1 5 ± 0.1 1/min 

Sugar syrup: 0 - 1 0 ± 0.08 1/min. 
The viscosity range of sugar syrup corresponds to ns/n„ = 

14-49. The mean injection velocity was also defined by dividing 
the injection rate by the sectional area of the ejection slit. 

Water/Water Injection. The result of the water/water in­
jection experiment is shown in Fig. 12, where V\ and v2 are 
mean injection velocities of the downstream slit and the up­
stream slit, respectively. The result of pick-up No. 3 was not 
illustrated because of unreliability. The ordinate is the ratio 
of the frictional coefficient to the reference value of no injec­
tion, which was measured before and after the test series. 

When we assume a stratified flow, the fluid injected from 
the downstream slit would flow at the wall and the fluid from 
the upstream slit would flow over it. 

The injection reduced the wall shearing stress to some extent 
when the injection velocity was low. In the present case, the 
shearing stress reduced gradually until v2/U„ reached about 
0.5. There seemed to be an optimum value for vu also. When 
the velocities of V\ and v2 increased beyond the optimum values, 
the shearing stress began to increase rapidly. In these condi-
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2. 0 

C f / C f o 

1 . 5 

1. 0 

0 . 5 

0. 0 

tf/tf 

= 1 0 . 2 ( m / s ) 

~fia 

UDDDDQD 

~,oa<~ 

V i / U o o =o . 00 

V i / U c ° = 0 . 34 

0. 0 0. 5 1 . 0 v 2 / U c 

Fig. 13 Results of shearing stress measurements (water/water, 
(/„ = 10.2 (m/s)) (Uncertainty of data in Figs. 12 and 13: ±9 percent) 

tions, the injected flow became a wall-jet, which caused an 
increase in the shearing stress. This injection effect decayed 
rapidly downstream. It indicated that the mixing effect is large 
in the boundary layer. The measurement at [/„ = 10.2 m/s 
showed the similar tendency as seen in Fig. 13. 

Water/Sugar Syrup Injection. The effect of high-viscosity 
fluid injection into the buffer and turbulent regions was ex­
amined by injecting sugar syrup from the upstream slit. The 
typical result is shown in Figs. 14 and 15. 

The reduction in shearing stress is greater than the water/ 
water injection especially at lower main flow velocity. If the 
high-viscosity fluid alone is injected into the bottom of the 
boundary layer, there is an increase in shearing stress at the 
wall. It is the case of V\/U«, = 0 in Figs. 14 and 15. If water 
is injected with the proper flow rate from the downstream slit, 
the reduction effect is remarkable. The shearing stress was 
almost half at the pick-up No. 1 in the condition of £/„ = 5.9 
m/s, y.s/fi.w = 22, V\/U„ = 0.29 and v2/U„ = 0.65. Since the 
reduction includes the effect of the injection itself, the effect 
of high-viscosity fluid might be 10-20 percent less, judging 
from the water/water injection result. 

The overall tendency of injection is similar to that of water/ 
water injection. Increasing the sugar syrup flow rate v2, the 
shearing stress begins to drop, reaching minimum, then it be­
gins to increase steeply. At a higher main velocity, Ux = 
10.2 m/s, the effect is small even at pick-up No. 1. Because 
of the limitation of injection power, maximum injection rate 
of sugar syrup v2 was limited to v2/U„ = 0.6. The optimum 
injection rate seems larger than that limitation. 

The drag-reduction almost disappears at pick up No. 4, 
which corresponds to about 15 times the boundary-layer thick-
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ness. The downstream persistence of drag-reduction is worse 
compared to other methods, such as polymer or microbubbles. 
The reason for the poorer drag reduction with our method is 
not clear; the meager drag reduction may have something to 
do with the turbulent mixing effect of the boundary layer. A 
preliminary boundary-layer calculation, including turbulent 
diffusion of high-viscosity fluids, showed a similar tendency 
to decay, (Fujii (1991)). Another possible reason is that the 
3-D disturbance originated at the corners of the test body, 
affecting pick-up number 4 the most. 

Tiederman et al. (1985) measured drag reduction of 2-D duct 
flow by injecting a polymer through a single slit in the wall. 
The amount of polymer needed was one to two orders of 
magnitude less than the present result. It seems impractical to 
apply the present method to an actual case at the present stage 
of study, because of the large amount of sugar syrup. 

Tiederman et al. also injected glycerin solution to determine 
the effect of viscosity. Their condition corresponds to the pres­
ent case of V\ = 0. They observed almost no effect of viscosity 
increase, perhaps because of the very small injection amount 
of fluids whose viscosity was insignificant. 

In the preliminary experiment, the downstream part of the 
slit outlet had a sharp edge of 160 deg, and there was practically 
no reduction of shearing stress. After reforming the slit outlet 
into a round shape, the data of Figs. 14 and 15 were obtained. 
It suggests that if the injection is made suitable for the stratified 
flow, a more effective reduction might be realized. 

Before the present experiment, a series of similar experiment 
were made without a turbulence stimulator (Kato et al., 1990). 
As mentioned before, the boundary layer was not fully tur­
bulent at C/oo = 5.7 m/s. The reduction effect, both with and 
without turbulence stimulator, is summarized in Fig. 16. The 

Without Turbulence Stipulator 

<U°o=5. 7 (m/s). vi/Uco =0. 30) 

With Turbulence Stimulator 

(Uco=5. 9(«/s), v,/l)co=o. 29) 

Fig. 16 Effect of /<s//i„ on C,/Cio (Uncertainty of data: ±14 percent) 

effect increased with the injection of higher viscosity fluid in 
the range of the present experiment. The reduction rate reached 
65 percent by the fluid of /vViv = 49. The effect seems greater 
without stimulator, though the difference is small. 

Figure 17 demonstrates clearly the importance of low-vis­
cosity fluid injection into the bottom of the boundary layer. 
When the low-viscosity fluid is not injected {V\/U„, = 0), the 
injection of the high viscosity fluid creates a reverse effect, 
that is, an increase in shearing stress. Increasing the flow rate 
of the low-viscosity fluid, causes a reduction in the shearing 
stress. 

The present experimental result supports Madavan's result 
that the skin-friction reduction by microbubble injection was 
mainly due to effective viscosity increase by microbubbles. 
.(Madavan et al., 1985b). 

Conclusions 
The wall shearing stress was directly measured at a turbulent 

boundary layer on a flat wall by injecting high viscous sugar 
syrup and water from upstream and downstream slits, re­
spectively. 

The wall shearing stress was reduced 50 to 65 percent at the 
optimum combination of sugar syrup and water injection rates. 
A water/water injection experiment was also made for corn-
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parison, where a reduction of up to 20 percent was observed. 
However, the mechanism of the reduction seems different in 
the both cases. 

Within the range of the experiment, the water/sugar syrup 
injection was more effective at lower main flow velocity. In­
jecting high viscosity fluid was also effective in reducing the 
wall shearing stress. 

The reduction effect decayed rapidly downstream from the 
injection slit, possibly due to the mixing effect in the injected 
boundary layer. 

The reduction mechanism of the wall shearing stress is 
thought to be as follows: The high viscosity fluid reduces the 
intensity of Reynolds stress in the turbulent region resulting 
in an increase of the velocity gradient there. The increase causes 
the reduction of the velocity gradient in the viscous sublayer, 
which results in the reduction of wall shearing stress. The 
present study is, however, in the preliminary stage, and it is 
necessary to measure more detailed properties such as tur­
bulence, Reynolds stress etc., for a better understanding of 
the mechanism. 
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The Combined Drag Effects of 
Riblets and Polymers in Pipe Flow 
The additional skin friction effect produced by a 3M riblet surface, used in con­
junction with low concentration poly mer solutions, is investigated in fully developed, 
turbulent pipe flow. Generally at the low concentrations of Polyox 301 and guar 
gum studied, the absolute drag reduction of the 3M riblets appears to be independent 
of the polymer presence, with a maximum between 5 and 7 percent occurring around 
h+ - 12. Comparisons with previous polymer studies with 3M riblets, sand rough­
ened and commercially rough surfaces are made. 

1 Introduction 

Riblets refer to streamwise micro-grooved surfaces which 
were originally developed at NASA Langley Research Center 
in the late 70s for reducing turbulent skin friction. One of the 
better drag-reducing geometries found, and employed here, 
are symmetric, sharply peaked, v-groove riblets. These riblets 
provide 5 to 7 percent drag reduction when the riblet height 
in wall units, h +, is between 11 and 15 (Walsh and Lindemann, 
1984; Walsh, 1990). The grooves are defined by peak height, 
h, peak-to-peak spacing, s, and are illustrated in Fig. 1. 

Drag reduction by dilute polymer solutions, discovered in 
the late 40s, has been found to reduce frictional resistance in 
turbulent flow by as much as 70 to 80 percent (Hoyt, 1972). 
It is well known (Wells and Spangler, 1967; Wu and Tulin, 
1972) that for the type of dilute polymer solutions studied here, 
the polymer additives must be in the wall region for reduced 
wall shear stress to occur. 

A unified theory based on first principles, accounting for 
the drag reduction associated with either polymers or riblets, 
has yet to be developed. It is ultimately hoped that, through 
investigating the combined effects of riblets and polymers, new 
insights will arise which will lead to a better understanding of 
how each phenomenon reduces turbulent skin friction. 

2 Background 

2.A Riblets in Pipes. For more than a century after Dar-
cy's (1857) classical experiments were performed with pipes of 
different roughness, it had been universally accepted that a 
smooth surface would always offer the least flow resistance. 
Flouting conventional wisdom the surface of fast moving sharks 
have for at least a million years (Reif, 1985) continued to 
display fine longitudinal grooves on their scales, which appear 
to follow the flow lines about their body (Reif and Dinkelacker, 
1982). This observation has led to one of several approaches 
which has resulted in the development of riblets. Other ap-
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proaches resulted from attempts to modify near-wall turbulent 
structures (Liu et al., 1966) and exploit the skin-friction re­
ductions obtained in corner flows (Eckert and Irvine, 1956; 
Kennedy et al., 1973). An excellent overview of past and present 
riblet research can be found by Walsh (1990). Although the 
drag reduction achieved by riblets is modest in comparison to 
polymers, these devices are particularly significant to aviation 
and may soon be utilized on commerical transport aircraft 
(McLean et al., 1987; Walsh et al., 1988; Walsh, 1989; Szo-
druch, 1991). 

The riblet experiments reported in the literature to date deal 
almost exclusively with developing external flows (Coustols 
and Savill, 1989; Lowson et al., 1989). For these flows, drag 
reduction has been achieved in air (Walsh, 1978; 1979; 1982; 
1983; Bechert et al., 1985; Sawyer and Winter, 1987) and water 
(Reidy and Anderson, 1988; Beauchamp and Philips, 1988); 
and at transonic (McLean et al., 1987) and supersonic (Gaudet, 
1989) speeds. Initially it was not known (Bushnell, 1985) 
whether riblets used in internal flows, because of the mass flow 
constraint, would behave differently than in external flows. 
Figure 2 contains riblet measurements taken from both de­
veloping external flows (symbols) and more recent, fully de­
veloped, internal, pipe flows (curves). The percent drag 
reduction achieved by riblets as a function of h + clearly exhibits 
a similar characteristic signature for both flow conditions. All 

Fig. 1 Riblet groove geometry (h = s) 
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the experiments from which the data in Fig. 2 were taken used 
sharply peaked, v-groove {h = s) riblets, and except for the 
experiments of Walsh (1982), were manufactured by the 3M 
Company. 

2.B Riblets in Polymer Solutions. In general (Bushnell, 
1985), there has been little research studying the combined 
effect of different drag reduction techniques. Previous results 
concerning the net drag reduction of riblets and polymers, 
moveover, have been conflicting. Reidy and Anderson (1988) 
have reported that when a drag-reducing polymer solution of 
2 wppm polyacrylamide was used in conjunction with 3M 
riblets in pipe flow, the total drag reduction was approximately 
equal to the sum of the drag reductions of the two techniques 
used separately. A possible synergistic effect was noted at high 
Reynolds numbers. However, between identical riblet exper­
iments there was considerable scatter in their data. Reidy and 
Anderson (1988) noted that due to their short test section, the 
flow over the riblets may not have been fully developed. 

Rohr et al., (1989) have found, in some preliminary studies 
at low Reynolds numbers, no difference in drag reduction 
between smooth-vinyl and 3M riblet covered pipes when 2.5, 
10 and 40 wppm polymer solutions of Polyox 301 flowed 
through them. They acknowledged, however, the importance 
of extending their work to higher Reynolds numbers. 

Christodoulou et al. (1991) have also studied the combined 
effects of 3M riblets and polymers (Polyox 301 and polyacry­
lamide) on drag reduction in pipe flows. The degree of impact 
by the 3M riblets was found to be both a function of polymer 
type and concentration. At low concentrations (2, 5 and to 
some degree 10 wppm) of either polymer, and for values of 
h+ < 10, the 3M riblets appeared to provide roughly the same 
increase in percent drag reduction, percent DR, as found in 
solvent. Otherwise for both polymers the range of h+ values 
within which percent DR, occurred, as well as the h+ value 
associated with maximum percent DR, diminished with in­
creasing concentration. 

Beauchamp and Philips (1988) studied 3M riblet and polymer 
drag reduction on an axisymmetric body falling through a 
polymer solution of Polyox 301. In their 1986 study the drag 
reducing effects of the riblets and polymer were found to be 
synergistic at low values of Reynolds number and approxi­
mately additive at high. However, when the experiment was 
repeated in 1987 the data showed essentially no difference in 
drag reduction when, for the same concentration and polymer, 
a 3M riblet surface was substituted for a smooth surface. 
Beauchamp and Philips conjectured that the original (1986) 
polymer solution was degraded and thus had a lower molecular 
weight distribution than the 1987 polymer solution. Conse­
quently, polymer onset would not be the same for the two 
experiments and this could explain the difference in perform­
ance of the riblets in these polymer solutions. 

Choi et al. (1989) has found that the combined use of a 
polymer coating with riblets (Hoechst U-groove) on a one-
third scale yacht model results in an overall improvement in 
the percent drag reduction characteristics over either of the 
two methods used alone. Some synergism was noted at the 
higher flow speeds. A deficiency of Choi et al.'s (1989) ex­
periments was that the net drag measured included form and 
wave drag components. The drag reduction by riblets alone 
was only between 1 and 2 percent. 

The present experiments attempt to mitigate some of the 
deficiencies in previous riblet-polymer studies, as future work 
will undoubtedly improve this endeavor. Shear sensitive and 
shear resistant polymers are employed in high Reynolds num­
ber, fully developed, pipe flows with and without riblets. All 
comparisons between smooth and 3M riblet surfaces involve 
essentially simultaneous measurements taken from the same 
transducer. Given the inconsistent accounts of previous riblet-
polymer studies, the primary goal here is to establish the basic 
trends characterizing how riblets perform in dilute polymer 
solutions (Section 4) and to propose a simple model (Section 
5) consistent with observations. Corresponding measurements 
taken from polymer flows in sand-roughened (Virk, 1971b) 
and commercially-rough (Green et al., 1985) pipes are also 
included for comparison. 

3 Experimental Setup/Procedure 

3.A Experimental Setup. The experiments were per­
formed in a simple, single pass, system of which a sketch 
appears in Fig. 3. Polymer solutions were gently mixed in a 
600-gallon stainless-steel holding tank from which fluid was 
gently drawn into a 600-gallon stainless-steel tank which could 
be pressurized. Air pressure, up to 250 psia, provided maxi­
mum Reynolds numbers of nearly 500,000 in the 2.54 cm pipe 
employed. The solvent for these experiments was fresh, un­
treated water taken from a lake. The polymer solutions studied 
were shear stable guar gum at 100 wppm and shear degradable 
Polyox 301 at 2, 4, and 8 wppm. Higher polymer concentra­
tions were not used because compared to riblets, they produce 
much greater drag reduction and it was not initially known to 

Nomenclature 

D = 
percent DR = 

ks = 

kt = 

AL = 

diameter of pipe 
((/smooth ~ /riblet)' 
(/smooth)^* 100 percent 
sand grain roughness 
height 
sand grain height in 
wall units = (ksii*)/(v) 
distance along pipe 
length for differential 
pressure measurement 

AP = pressure drop along 
pipe' 5 = 

Q = 
Refl = 

U = 
f = 

h = 
h+ = 

volume flow rate 
UD/vs 

mean velocity 
Darcy-Weisbach fric­
tion factor = (2APD)/ 
PU2L) 
riblet height 
riblet height in wall 
units = {hu*)/{vs) 

s+ 

u 

V 

vs 

p 
'"wall 

riblet groove spacing 
riblet groove spacing in 
wall units = (su*)/(i>s) 
friction or shear stress 
velocity = (Twali/p)1/2 

kinematic viscosity 
kinematic viscosity of 
solvent (lake water) 
density of water 
wall shear stress 
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what degree there would be competition between these drag 
reducing processes. 

For the present riblet-polymer study a split pipe was fab­
ricated by milling a half-round groove of 1.27-cm radius in 
two bars of aluminum which were 2.54 cm by 7.62 cm and 
3.66 m long. This allowed for easy installation of both the 
control (smooth vinyl) and 3M riblet material and provided 
ready access to the pressure holes for deburring. The smooth-
vinyl sheets used as a reference surface were 0.12 mm thick. 
The height and peak-to-peak spacing of the 3M riblets em­
ployed were 0.1524 mm. The pipe halves were fastened by pairs 
of 6.35 mm bolts spaced every 10.16 cm on either side of pipe 
centerline. The spilt pipe was kept watertight by O-ring packing 
glands placed in grooves on either side of the flow passage. 
Preceeding the split pipe was a smooth pipe, 2.54 cm in di­
ameter and 0.559 m long. 

Six pressure taps were located at distances of 0.305 (A), 
0.610 (B), 1.52 (C), 2.13 (D), 2.74 (E), and 3.35 (F) m from 
the upstream end of the split pipe. The pressure drop between 
various combinations of the 6 available pressure taps was meas­
ured by four Validyne Model DP-15 variable reluctance pres­
sure transducers having full-scale output of 0.2, 2, 8, and 32 
psia. Due to the limited dynamic range of the pressure trans­
ducers, care must be taken to prevent them from being ov-
erpressurized. A system of electronically actuated solenoid 
valves was used to enable the data acquisition computer to 
select which pressure taps to monitor, as well as the appropriate 
pressure transducer to use. The flow rate was measured by 
Micro Motion Mass Flowmeters (Models C200 and D40). 

3.B Procedure. Initially the entire split pipe was covered 
with either smooth vinyl or 3M riblet material. Pressure-drop 
measurements along the split pipe determined the entrance 
length required for fully developed flow over each surface 
throughout the Reynolds numbers of interest. It was found 
that the smooth vinyl and 3M riblets could be positioned in 
series and still provide adequate lengths of fully developed 
turbulent flow over both surfaces. The first 1.68 m of the pipe 
was covered with smooth vinyl and the remaining 1.98 m with 
the 0.1524 mm (0.006 in) 3M riblets (see Fig. 4). The riblet 
test section was placed downstream of the smooth control so, 
as in previous riblet-polymer experiments, if polymer degra­
dation occurred it would not positively bias the assessment of 

riblet drag reduction. Pressure-drop measurements across the 
control surface were collected between 91.4 (B) and 152.4 (C) 
cm from the beginning of the split pipe. Across the riblet test 
surface, pressure drops were measured between 106.7 (E) and 
167.6 (F) cm from the beginning of the riblet surface. This 
initial development length (L/D ~ 42) is significantly longer 
than those used in previous riblet (Liu et al., 1990) and riblet/ 
polymer (Christodoulou et al., 1991) experiments in pipes (L/ 
D < 10, personal communication O. Riccius). In external flows 
(only solvent data available) the extent of the initial devel­
opment length over a riblet surface has also been found to be 
small, less than 5 boundary layers (Walsh, 1988; Squire and 
Savill, 1989; Christodoulou et al., 1991). All comparisons be­
tween smooth and 3M riblet surfaces, whether in solvent or 
polymer solutions, resulted from pressure drop measurements 
recorded alternately across each surface, by the same trans­
ducer, and at identical flow settings. This procedure was found 
advantageous because it eliminated errors associated with the 
drift and calibration of the transducers, as well as any vari­
ations resulting from slightly different mixtures of polymer 
solutions. 

Determining the appropriate value of the pipe diameter is 
of serious concern (Bandyopadhyay, 1986) since the pipe di­
ameter is raised to the 5th power in the calculation of friction 
factor. As in previous pipe flow studies with riblets (Nitschke, 
1984; Reidy and Anderson, 1988; Rohr et al., 1989; Liu et al., 
1990) and sand-roughness (Nikuradse, 1933), the equivalent 
diameter used in calculations of the resistance coefficient and 
Reynolds number is defined to be equal to a perfectly round 
smooth pipe of the same cross-sectional area. The equivalent 
diameter was calculated by determining the volume of water 
necessary to fill the pipe. 

4 Results 

4.A Solvent and Polymer Pipe Flows Over Smooth and 
3M Riblet Surfaces (/versus Re). Since the seminal pipe flow 
experiments of Reynolds (1883), the unifying principles un­
derlying smooth pipe flow (without polymer) have been most 
clearly expressed when the data are plotted nondimensionally 
in terms of friction factor and Reynolds number. The Darcy-
Weisbach friction factor, / , and the Reynolds number, Refl, 
are defined respectively as: 

f=(.2APD)/[pU2L) (1) 
and 

ReD=UD/ps. (2) 
Figure 5(a) presents a compilation of/versus Re pipe data, 

for different surfaces, for cases where no polymer was present. 
The sand-roughened and commercially-rough pipe data were 
obtained from Nikuradse (1933) and Green et al. (1985), re­
spectively. Nikuradse acquired his data in pipes covered with 
similarly shaped sand grains of different size. Green et al. 
(1985) had employed, in the present facility, a 2.606-cm di­
ameter, hard-drawn copper tube as their "smooth" pipe and 
a galvanized-steel water pipe with an average inside diameter 
of 2.69 cm for their "rough" case. Reynolds number versus 
friction factor data from their "smooth" pipe were found to 
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conform to the accepted values for hydraulically smooth pipes, 
while measurements in their "rough" pipe had indicated, via 
the Moody diagram, a relative roughness of about 0.0055. The 
equivalent sand-roughness for their "rough" pipe was there­
fore 0.147 mm (consistent with what is typically quoted for 
galvanized pipe) although, of course, the surface is far from 
being uniformly rough. 

Considering first the smooth pipe data in Fig. 5(a), the 
difference in friction factor values at low Reynolds numbers 
between the split (open circles-present data) and seamless (solid 
line-Prandtl (Schlicting, 1979)) pipe data, warrant some com­

ment. Deviations from the Prandtl line have been also found 
in other spilt pipe test sections (Rohr et al., 1989). It is presumed 
that these discrepancies are associated with the seams and 
milling process associated with each split pipe's fabrication. 
Nevertheless, the character of the drag reduction achieved when 
a smooth surface is replaced by a riblet one, has been observed 
to be independent of whether these surfaces are within split 
or seemless pipes, or for that matter, on flat plate or axisym-
metric bodies (Rohr et al., 1992). Hereafter the distinction 
between split pipes and conventionally seamless pipes will be 
disregarded unless it is felt to be of some significance. 

Also seen in Fig. 5(«), the friction factors for the 0.1534 
mm 3M riblet surface (triangles and diamonds) are less than 
those for the smooth-vinyl surface for Reynolds numbers be­
tween about 20,000 and 60,000. These differences, which will 
be seen more clearly in later figures (Fig. l{a,b)), reflect the 
expected riblet drag reduction with a maximum of about 7 
percent. After a Reynolds number of about 60,000 the 3M 
riblets begin to act as a drag-increasing rough surface, with 
an equivalent sand particle height of about h/4. Sawyer and 

' Winter (1987) have found similar results for v-groove riblets 
(h/s = 1.28, 2.08) in this same flow regime. At higher Reynolds 
numbers, where the drag increasing properties of 3M riblets 
have not previously been investigated, friction factors are found 
to become increasingly smaller. This behavior is contrary to 
that of the sand roughened and galvanized steel pipes where 
the friction factor is observed to remain constant. 

It is interesting to note that there is some evidence (Tani, 
1988) of drag reduction resulting from sand grain roughness, 
which is thought to originate in the nearly quiescent flow at 
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the base of the roughness elements. Tani (1989) has suggested 
that Nikuradse's pressure drop measurements taken along a 
sand roughened pipe (from which the dotted lines in Fig. 5(a) 
are derived) indicate no region of drag reduction because of 
a compensating increase in drag by the wake component of 
the velocity profile. On a flat plate, where this is not the case, 
Abe et al. (1989) have reported a regime of net drag reduction 
(about half as much as what they found for riblets) for k+ 

values less than 6. 
Figure 5(b) displays, again in/versus Re coordinates, the 

drag reducing effect of polymer solutions when the surface 
over which they flow is smooth. Several features characterizing 
the performance of the polymers are worth noting. For all the 
present measurements of polymer flows over smooth surfaces, 
once a decrease in the friction factor by the polymer begins, 
it always becomes greater with increasing Reynolds number 
and concentration. It is to be noted, however, that a similar 
monotonic decrease of friction faction with increasing Reyn­
olds number is not observed for the Polyox 301 data of Green 
et al. (1985) which instead displays a rolloff in friction-reducing 
performance, around a Reynolds number of 300,000. Rolloff 
of Polyox 301 in smooth pipes has been previously correlated 
by Green et al. (1985) with the beginning of significant mo­
lecular shear degradation. 

The lack of this feature in the present data is noteworthy 
and suggests that the higher molecular weight fraction of the 
Polyox 301 used in the present study has been degraded. Lower 
drag reduction for the same polymer concentrations would 
then be expected (Hoyt, 1986). This is in fact observed, the 
present Polyox 301 behavior in Fig. 5(b) at 8 wppm provides 

significantly less drag reduction than the 6 wppm solution of 
Green et al. (1985). The principal impact of using less effective 
polymers occurs when comparisons are made with other in­
vestigators (Section 4B) using the same type polymer. Within 
this context it is important to realize that the Polyox 301 drag 
reducing effects reported herein are probably indicative of what 
would normally occur at significantly lower concentrations, 
had the polymer not been degraded. 

Figure 5(c) shows the drag reducing performance of the same 
polymer solutions illustrated in Fig. 5(b), but for galvanized 
steel and 3M riblet pipes, again in the same/versus ReD format. 
These data were collected downstream from, and almost si­
multaneously with, their smooth pipe counterparts. The Prandtl 
line appears both in Figs. 5(b) and (c), thereby offering a 
convenient reference for gross comparisons between the two 
figures. Contrasting the relative positions of the polymer data 
for the smooth-vinyl (Fig. 5(b)) and 3M riblet (Fig. 5(c)) sur­
faces to the Prandtl line, it appears that for Reynolds numbers 
between roughly 20,000 and 60,000 the 3M riblets provide 
additional drag reduction in all the polymer solutions studied. 
This particular feature will be better illustrated later in Figs. 
7(a) and (b). At higher Reynolds numbers, friction factors in 
polymer flows over 3M riblet surfaces are always less than 
their smooth pipe counterparts. This is true regardless of 
whether the polymer is shear degradable (Polyox 301) or shear 
resistant (guar gum). Green et al. (1985) have hypothesized 
that this behavior is a consequence of the reduced effectiveness 
experienced by all polymers in reducing the form drag asso­
ciated with individual roughness elements, which at high Reyn­
olds numbers protrude outside the viscous sublayer. 

Rolloff in the 3M riblet pipe is now observed for all the 
Polyox 301 solutions, and appears imminent for the 100 wppm 
guar gum solution if higher Reynolds numbers had been 
achieved. Green et al. (1985) have observed rolloff for 200 
wppm solutions of guar gum in the galvanized steel pipe. 
Whereas the 8 wppm Polyox 301 and 200 wppm guar gum 
solutions performed nearly identically in the smooth pipe (Fig. 
5(b)) at the highest Reynolds numbers tested, for the same 
flow regime in the 3M riblet covered pipe, the shear degradable 
Polyox 301 now performs noticeably poorer. 

For the case of the commercially smooth and rough pipes, 
over the entire flow regime investigated, polymer friction re­
duction was always poorer for the rough surface. Finally, as 
can be seen in Fig. 5(c) for Polyox 301 (and inferred from 
Green et al. (1985) for guar gum), at mid-to-high Reynolds 
numbers, the detrimental effect on polymer drag reduction by 
the commercially rough pipe is much greater than for the 3M 
riblet case. The same pressure drops and volume flow rates, 
from which the present data in Figs. 5(a—c) were determined 
are used throughout the remaining figures to calculate the 
appropriate values corresponding to the new coordinates. 

4.B Onset of Drag Reduction for Polymer Flows Over 
Smooth and 3M Riblet Surfaces (1//1 / 2 Versus Re j / 1 / 2 ) ) . It 
is customary (Virk, 1971a,b) in smooth pipe, polymer flows 
to plot the data in semilogarithmic Prandtl coordinates. Virk 
(1971a) had found that in this format the difference in slope 
between polymer solution and solvent is related to the molar 
concentration and to the number of backbone chain links in 
the macromolecule. The x-axis is now proportional to the fric­
tion velocity, u*, and at a fixed friction velocity the j-axis is 
proportional to the average flow rate. Thus the greater the 
drag reduction, the larger the positive /-separation from the 
Prandtl line. The friction velocity is believed to be the operative 
parameter related to the stretching and subsequent high elon-
gational viscosity of polymer molecules (Hoyt, 1986). It has 
been observed (Hoyt, 1986) that the elongation of the polymer 
molecules occurs only above a critical u*. 
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Figures 6(a) and (b) are plotted in semilogarithmic Prandtl 
coordinates for smooth and rough (galvanized-steel and 3M 
riblet) surfaces, respectively. As seen in Fig. 6(a) the polymer 
solutions tested generally display the characteristic behavior 
associated with polymer drag reduction in smooth pipes (Virk 
et al., 1967). There is, however, a noticeable discrepancy be­
tween the threshold values for the drag reduction onset for 
guar gum and Poly ox 301 for the present data. Normally at 
the concentrations tested here, Polyox 301 would have a con­
spicuously lower threshold friction velocity than guar gum (see 
Green et a l , 1985). It is known (Hoyt, 1972) that polymers 
with higher molecular weights have lower threshold values. 
The higher threshold values observed for the present Polyox 
301 solutions are consistent with the other evidence indicating 
that the polymer was degraded. As expected (Virk, 1971b; 
Hoyt, 1972) the different Polyox 301 concentrations had little 
effect on drag reduction onset. 

Cursory comparisons of the location where drag reduction 
onset occurs for smooth-vinyl (Fig. 6(a)) and 3M riblet (Fig. 
6(b)) surfaces, in the polymer solutions tested, suggest slightly 
smaller values of Re(f)w2 when the 3M riblets were present. 
For example, the drag reduction onset for the 100 wppm guar 
gum flowing over the smooth-vinyl surface appears to occur 
at a Re(/)1/2 value of about 4500, whereas with the 3M riblets, 
Re(/)1/2 is about 4000 (h+ = 8). However, as evident from 
Fig. 2, riblet drag reduction phenomenon are acting more or 
less independently, but because their drag reducing domains 
overlap, it appears that the polymer solutions flowing over a 
riblet surface have a lower wall shear stress threshold. It should 
be noted that both Virk (1971b) and Green et al. (1985) have 
found essentially no difference between the threshold friction 
velocity associated with the onset of polymer drag reduction 
in either sand roughened or commercially rough pipes. Outside 
the region of drag reduction enhancement, polymer pipe flow 
over a 3M riblet surface has features similar to what Virk 
(1971) has found for sand-grain rough surfaces. In this range, 
for both sand grain and 3M riblet surfaces, individual values 
of 1//1/2 and their average slopes are smaller compared to a 
smooth pipe surface, and with increasing Re (f)in (particularly 
for the higher Polyox 301 concentrations) exhibit a concave 
downward curvature. 

4.C 3M Riblet Percent Drag Reduction With and Without 
Polymers (Percent DR Versus h+). In order to better distin­
guish the additional drag effects of riblets in pipe flows of 
polymer solutions, experimental results have previously been 
plotted in terms of percent riblet drag reduction, percent DR, 
as a function of h + . The percent riblet drag reduction in fully 
developed pipe flow for both solvent and polymer solutions 
is defined as: 

percent DR = percent((/smooth -/ribiet)//smooth)Re* 100. (3) 

The value of h+ is determined using the friction velocity oc­
curring within the riblet covered pipe when percent DR is 
calculated. An equality of percent DR in water and dilute 
polymer solution, for the same size 3M riblets and value of 
h +, corresponds to equal absolute changes in wall shear stress 
as a result of the riblet presence. 

The uncertainty in the two quantities shown in Fig. 7(a), 
percent DR and h +, are shown by error bars for a few typical 
points. By definition the quantity h+ depends on h, the riblet 
height, v, the kinematic viscosity, and u*. The uncertainty in 
the value of h is unknown but since the same riblets were used 
for all the data in Fig. 7(a) the uncertainty in h would not 
contribute to scatter in the data but would rather shift all the 
data along the x axis, left or right. For this reason no contri­
bution for uncertainty in h is included in the uncertainty anal­
ysis. The value for v is determined by measuring the fluid 
temperature and then using the tabulated value of v for the 

solvent (fresh water) at that temperature. The uncertainty in 
v is estimated to be 0.5 percent and is due to the uncertainty 
in the temperature measurement. The value for u* depends on 
the quantities AP, L, D, and p. The value for p is determined 
from tabulated values for the solvent based on the measured 
temperature. The density of water is a weak function of tem­
perature so the uncertainty of the measured temperature creates 
a relatively small uncertainty in the density, less that 0.1 per­
cent. The distance between the pressure taps is known within 
+ / - 1 mm and therefore for the typical distance of 60.96 cm 
the uncertainty in L is 0.16 percent. The diameter is known 
within + / - 0.05 mm and therefore for a 2.54-cm diameter 
pipe the uncertainty in the diameter is 0.2 percent. The major 
contribution to the uncertainty in u* is the AP measurement. 
The uncertainty in the pressure transducers is estimated to be 
+ / - 2 percent of the full scale of the transducer. The lowest 
range transducer (0.2 psia full scale) tends to be more sensitive 
to calibration errors and zero drift and therefore the uncer­
tainty in measured pressure in this range is estimated to be + / 
- 4 percent of full scale. These uncertainties include calibra­
tion errors, zero drifts, nonlinearities and temperature effects. 
Note that u* is a function of the square root of AP, L, D and 
p and therefore the uncertainty in u* contributed by each 
variable is reduced by the radical. 

Because of the experimental setup, the volume flow rate for 
the smooth and riblet sections of the pipe are identical, as are 
the fluid viscosity and density. Thus, for the calculation of 
percent DR, which is a function of the ratio of the friction 
factors, these terms drop out. Also, the same transducer is 
used for the measurement of pressure in both the smooth and 
riblet sections and since the ratio of the pressures is used in 
the calculation of percent DR many of the uncertainties in the 
pressure transducer measurement drop out. In fact the major 
uncertainty in the percent DR calculation is the quality of the 
pressure tap ports, and the uncertainties in D and L. The 
uncertainties for D and L were given above as 0.2 percent and 
0.16 percent, respectively. The friction factor is a function of 
the diameter raised to the fifth power so the uncertainty due 
to the diameter is increased to 1.0 percent (5 times 0.2 percent). 
The uncertainty due to the pressure tap quality is estimated to 
be less than 3.5 percent, based on the author's experience with 
the repeatibility of the pressure measurements with multiple 
applications of riblets and smooth vinyl to the inside of pipes. 

Figure 7(a) shows riblet percent DR versus h+ behavior for 
solvent and polymer solutions. The similarity between solvent 
and polymer data suggests that the 3M riblet drag reducing 
effect is approximately additive at the low polymer concen­
trations studied herein. Closer scrutiny reveals that for h+ 

values greater than about 20 the different data sets begin to 
diverge. In particular, between h+ values of 20 and 24, Fig. 
7 (a, b) shows some evidence of drag reduction synergism 
occurring for the guar gum solution. 

The tendency of riblet drag reduction to decrease and become 
negative with increasing stream velocity has been attributed to 
the accompanying thinning of the boundary layer (Wilkenson 
et al., 1988) and penetration of the riblet peaks through the 
viscous sublayer (Kelman et al., 1989). It is conceivable that 
the decrease of the turbulent momentum transport in the pres­
ence of polymer throughout the buffer layer (Virk et al., 1967; 
Patterson et al., 1977) may tend to ameliorate the riblet-tur-

' bulence interactions which determine the zero-cross-over point 
for riblet drag reduction. This process could provide a can­
didate mechanism for the more than additive drag reduction 
observed. Reidy and Anderson (1988) and Choi et al. (1989) 
have all reported similar findings in this same flow regime. 
They have associated this riblet-polymer synergism to the ri­
blets diminishing polymer degradation. However, guar gum 
which is resistant to shear degradation, nonetheless exhibits 
(exclusively as seen in Fig. 7(a)) this synergistic behavior. 

With increasing shear (higher values of h + ) the divergence 
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between the different data sets shown in Fig. 7(a) grows, pre­
sumably reflecting (at least in part) different tolerances to 
polymer degradation. As anticipated, at the higher values of 
h + where riblets decrease polymer drag reduction (percent DR 
is negative), they are less detrimental in the shear-stable guar 
gum solution. 

In Fig. 1(b) the data from Fig. 7(a) are replotted as lines to 
allow for easier comparison with the relevant data of Chris­
todoulou et al. (1991). Christodoulou et al.'s (1991) measure­
ments of Polyox 301 and polyacrylamide were collected in a 
seamless 2.54-cm diameter pipe, where sheets of 0.11-mm 3M 
riblet films were rolled up and then pressed onto the inner pipe 
wall. Previously Liu et al. (1990), employing the same pipe 
and 3M riblets found, for water without polymers, maximum 
drag reductions between 5 to 7 percent. The more recent percent 
DR peak observed by Christodoulou et al. (1991) for water, 
as seen in Fig. 1(b) is only around 4 percent. Christodoulou 
et al. (1991) have attributed this variation to possible contam­
ination and degradation of the 3M riblet surface. 

The Christodoulou et al. (1991) data plotted in Fig. 1(b) 
clearly show that the performance of their 3M riblets in dilute 
polymer solutions is similar to that of the present study. At 
higher concentrations (not shown), Christodoulou et al. (1991) 
have found that riblet drag reduction diminishes with increas­
ing polymer concentration and increasing h +. It might be an­
ticipated that in a polymer solution, as the flow field around 
the riblet surface becomes increasingly modified, as evidenced 
by greater drag reduction, the ability of the riblets to reduce 
turbulent skin friction would become increasingly impaired. 

Concerning the lack of riblet drag reduction reported by 
Rohr et al. (1989) in similar experiments, this may be attributed 
to the low h+ values achieved in their study. Maximum h + 

values were only about 5 which, in reference to Figs. 2 and 
1(a), are probably not large enough to see much, if any, riblet 
drag reduction. 

5 Discussion 
Although there is much disparity between the riblet-polymer 

data to date, there appears to exist a certain flow regime where 
drag reduction is approximately additive. Beauchamp and 
Philips (1988) have hypothesized that since both phenomena 
act in the near wall region of the turbulent boundary layer, a 
roughly additive effect might be expected if they involved dif­
ferent length scales. However Beauchamp and Philips (1988) 
do not distinguish what length scales are associated with each 
phenomenon. This distinction may not be possible as both 
riblets (Liu et al., 1990) and polymers (Lumley, 1973; Hibberd 
et al., 1982; Reidiger, 1989) are known to be associated with 
the fine structure of the flow. Moreover, the onset of polymer 
drag reduction has been construed (Hoyt, 1972) to reflect the 
beginning of the production of turbulent scales small enough 
to be affected by the additive molecules. Yet throughout the 
present measurements, although polymer onset occurs at values 
of h+ close to where peak values of 3M riblet drag reduction 
in water are found (Fig. 6(b)), no detrimental competition 
between scales for drag reduction is observed. 

We believe it more promising to interpret the additional drag 
reduction of riblets in polymer solutions in terms of two sep­
arate albeit overlapping) regions of flow where each phenom­
enon is more effective. A similar approach has been taken 
toward interpreting the "approximately additive" drag re­
ducing effects found when riblets and LEBU's were used to­
gether (Walsh and Lindemann, 1984). Here the LEBU is 
believed to operate on the large-scale outer structure and in­
directly on the wall structure (Corke et al., 1982), while the 
riblets' region of operation is only close to the wall (Walsh, 
1990). For drag-increasing, k-type, rough walls Bandyopa-
dhyay (1986) has also reported a corresponding trend, i.e., the 

absolute drag performance of the LEBU device to first order 
remained unchanged whether the wall was rough or smooth. 

In the scenario presently proposed for riblets and poly­
mers, the principal operative regions are^+ between about 10 
to 100 for the polymers and below around 13 for the riblets 
(where y is measured from the riblet peaks). These numbers 
are estimates meant only to roughly define the buffer layer of 
the polymer in the presence of riblets, and the region of riblet 
influence in solutions of polymer. They are based on the com­
mon consensus of previous polymer and riblet studies where 
each phenomenon was studied separately. For example the 
mode of action of the polymers on smooth (Tiederman et al., 
1985) and sand-roughened (Virk, 1971b) surfaces has been 
determined to be within the buffer region, while remaining 
largely ineffectual within the viscous sublayer (Tiederman et 
al., 1985), or in the quiescent region of flow in the grooves 
between riblet peaks (Reed and Bushnell, 1990). In the buffer 
layer polymer molecules may be extended, thereby increasing 
extensional viscosity and perhaps inhibiting the breakup of 
low-speed streaks (Tulin, 1966; Choi et al., 1989); or through 
cross-stream molecular entanglement resist the formation of 
steam wise vortices (Lumley, 1967; Hoyt, 1972). 

The effect of riblets on the other hand has been thought to 
be most pronounced near the surface, either within the grooves 
(Wilkinson and Lazos, 1987; Wilkinson et al., 1988) or the 
peaks where span wise motion is inhibited (Bacher and Smith, 
1986; Bechertetal., 1989; Choi, 1989; Johansson etal., 1991). 
Flow visualization studies of riblets (Bacher and Smith, 1986; 
Walsh, 1990) indicate little noticeable change in the outer flow 
structure above about y+ = 13. 

It is known that polymers, even at low concentrations, have 
effects on flow structures near the wall (Oldaker and Tied­
erman, 1977; Luchik and Tiederman, 1984). Within the present 
"cartoon" characterization of riblet-polymer interaction, ad­
ditive drag reducing effects would be expected only when the 
effect of the polymer on the flow near the riblet surface is 
minimal. Possible riblet-polymer synergism could exist at h+ 

values around 25 where the zero-drag-reduction point would 
normally occur in water. Here it is hypothesized that a limited 
polymer influence on the flow structures about the riblet peaks 
could possibly extend the range of riblet drag reduction before 
the peaks begin to act as drag increasing roughness. However, 
with greater polymer drag reduction (which is a function of 
the nature of the polymer, its concentration, wall shear stress, 
where onset occurs, etc.) the influence of the polymer "dif­
fuses" closer to the riblet surface and increasingly interferes 
with the riblet drag reducing process(es), eventually circum­
venting it entirely. Under maximum polymer drag reduction 
conditions Virk (1971b) has found no drag increasing effect 
by any of the sand roughened surfaces studied for k+ values 
less than 12 (in solvent, sand roughness effects began at k+ 

= 5). It seems reasonable to assume that riblets would not in 
principle act differently, i.e., their drag reducing effect under 
maximum polymer drag reduction conditions and comparable 
values of h +, would likewise be "washed-out." 

Clearly further experiments are required before the inter­
actions of riblets and polymers are understood and a more 
sophisticated model(s) can be developed. Given the paucity of 
consistent data, even repetition of previous experimental con­
ditions would be welcome. 

6 Conclusions 
A series of pipe flow experiments at low polymer concen­

trations have demonstrated that the drag reducing effects of 
3M riblets are approximately additive. The additional drag 
reduction provided by riblets in dilute polymer solutions peaks 
between 5 and 7 percent and occurs around h+ = 12, which 
is similar to their performance in solvent. The guar gum data 
suggest that the value of h+ where the riblets begin to act as 
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roughness (normally occuring around h + = 20) can be delayed 
by the polymer presence. This behavior could possible account 
for previous reports of riblet-polymer synergism. A simple 
model has been proposed whereby the combinative drag re­
ducing effects of riblets and polymers is viewed as a conse­
quence of each phenomenon being more effective in different 
(albeit adjacent) regions of the flow. It is hypothesized that as 
the polymer's effect diffuses closer to the wall, riblets will 
become increasingly less effective within the polymer-altered 
flow field. 

Additionally, the pipe flow data for solvent at high Reynolds 
numbers suggest that the riblets do not exhibit typical "fully 
rough" behavior. 
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Drag Characteristics of Extra-Thin-
Fin-Riblets in an Air Flow Conduit 
An experimental study of riblets with extra thin fins (5 \x,m thick) is presented. A 
drag reduction of 2-3 percent per quarter conduit wall is indicated when h+ is around 
3-15 in a square section of air flow conduit lined with the extra-thin-fin-riblets 
(ETFR) on one side wall. The pressure distributions along the conduit indicate the 
influence of the riblet front step on the drag reduction performance in the conduit 
flow. The measurement methods and the detailed structure of the ETFR are also 
discussed. 

Introduction 
Since the first experiments were conducted in order to reduce 

turbulent skin friction through a direct interaction with the 
flow structure near the wall by means of fine flow-aligned 
internal manipulators, i.e., a "riblet" surface, numerous ex­
periments have been performed on a flat plate tested in a wind 
tunnel and in pipes for water flow and air flow. 

During the past decade, some of the important experiments 
were completed at NASA (Walsh et a l , 1978, 1980, 1983, 
1984), who discovered that a 7-8 percent drag reduction could 
be achieved when the nondimensional height of the riblet, h+, 
was about 15 and s+ was below 30, where h+ and s+ were 
defined in terms of law-of-the-wall coordinates. The results 
have been generally confirmed (Bechert and Hoppe, 1985; 
Beauchamp and Philips, 1988; Reidy and Anderson, 1988). 

Besides the investigations on the drag reducing effects for 
flat plates, the performance of riblets in a pipe flow is of great 
interest as well. The pipe flow experiments can provide an 
opportunity for investigating whether the drag reducing effects 
in developing (flat plate) and in fully developed (pipe) flows 
are similar. In fully developed pipe air flow, only a 3 percent 
drag reduction was found when h+ = 11-15 (Nitschke, 1983). 
In her study, rounded peaks were machined on the pipe's 
interior surface, and the drag reduction was determined by 
using pressure drop measurements over a length of 120 pipe 
diameters. In a pipe water flow (Liu et al., 1989) a 5-7 percent 
drag reduction was reported, and the maximum drag reduction 
occurred at h+ = 11-16 wall units. 

Most studies have focused on one of the most important 
factors of the riblets, i.e., geometry. Walsh et al. (1978, 1980, 
1982 and 1984) investigated a ribbed surface with a wide variety 
of rib geometries including rectangular, V-grooved, razor blade, 
semi-circular grooved, and alternating transverse curvature. 
The representative dimensions of a riblet are its height h and' 
spacing S. Walsh found in his experiments that triangular 
grooves were among the most effective in drag reduction. Up 
to now the generally accepted riblet geometries are sharply 
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peaked symmetric V-grooves and U-grooves, and they are cur­
rently manufactured by the 3M company. 

Investigations of riblets with other geometries were also re­
ported (Liu et al., 1966 and Kennedy et al., 1973). In Liu's 
case, the flow-aligned rectangular fins had heights of h+ = 11-
45 and spacings of s+ = 190-373. He found a 3-4 percent net 
drag reduction for these particular fin heights and spacings. 
In Kennedy's case, h+ and s+ were equal to 70-150, 50-1100 
respectively, and an increased drag was found. Wilkinson and 
Lazos reported (1987, 1988) their investigations of Thin-Ele-
ment-Riblets tested in a low speed wind tunnel at the NASA 
Langley Research Center, and the maximum drag reduction 
of 8 percent was achieved for the model of s = 0.025 in., h = 0.02 
in. when s+ = 12 and h+ = 50. The present study of riblets with 
rectangular fins is similar to the previous Thin-Element-Ri-
blets, but utilizes thinner riblets, 5 nm thick riblet peaks and 
minimum dimensions of h = 0.1 mm, 5 = 0.2 mm. 

Several physical explanations have been given for a possible 
mechanism for turbulent drag reduction with riblets. Choi et 
al. (1986, 1989) and Falco (1989) argued that the sharp peak 
riblets impeded the lateral movement of longitudinal nearwall 
vortices and retarded the flow in the riblet grooves, thus thick­
ening the viscous sublayer and increasing the stability of wall 
streaks. Bechert et al. (1985, 1986) further pointed out that 
the height by which the riblets protruded into the boundary 
layer flow is of crucial importance. 

Extra-Thin-Fin-Riblets and Experimental Apparatus 

Extra-Thin-Fin-Riblets. A riblet consisting of extra thin 
fins (ETFR in short) was employed in our experiments, con­
sisting of metal strip foils with different thicknesses; fine foils 
5 fim thick are used as fins and thick strip foils are used as 
spacers. Figure 1(a) shows a microphotograph of the riblet 
cross section taken under a stereomicroscope. Figure 1(b) is a 
vertical view. The foil surface is of high quality and its smooth 
finish is the same as the inner surface of the aluminum conduit 
used in the test. The foils are stacked in such a way that the 
thin foils protrude over the flat surface formed by the thick 
strip foils. The peak height, h, of the fins depends on the size 
of the protrusion, and the peak-to-peak spacing, s, is adjusted 
by the thick foils. 
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Fig. 1 l(a) photomicrograph of the ETFR cross·section for s'" h '" 0.1
mm

smooth and ribbed surfaces under the same flow condition by
keeping APe constant. A quarter part of the conduit wall 500
mm long was cut off, and when a well finished flat plate of
the same length is fixed in its place, the altered conduit per­
forms the same as the original one. In the tests of the ETFR,
the rib troughs are on the level of the conduit interior surface.
The reason why only one side wall was ribbed lies in the fol­
lowing considerations. This design keeps the test section ge­
ometry constant during assembly and disassembly of the riblets,
and it ensures the use of the same pressure holes in all cases
as the hole structure plays an important role in the fluid pres­
sure measurement. It is impossible to have holes bored iden­
tically on different ribbed surfaces. Finally, the design enables
us to take measurements on the ribbed surface from the far
wall.

Six fine holes with a diameter of 0.5 mm at equal hole pair
intervals are drilled in one wall perpendicular to the test sur­
face. The distance between each of the two holes is 200 mm.
The pressure holes are treated carefully to remove debris, as
poor holes usually lead to incorrect measurements. A constant
pressure drop per meter for APeim and AP/m indicates fully
developed channel turbulent flow. During the tests, the smooth
surface and the ribbed surface are interchanged in the cut part,
while the test section geometry, the hole position and the hole
structure are kept constant. The pressures are measured by
differential pressure gauges.

The fluid velocity in the conduit is regulated by a pressure
valve connected to the compressed air pipe. The system yields
a maximum air velocity of 40 m/s. A digital thermometer is
placed at an outlet of the conduit to measure the fluid tem­
perature.

We have,

Fig.l(b} photomicrograph of a vertical view of the ETFR for s == h== 0.2
mm

The dimensions of the formed rib surfaces are 500 mm long
and 21 mm wide. This size is the same as a quarter part duct
cut away from the test section of the conduit (see next section
of the chapter). The riblet dimensions in the present tests are
h=O.l mm, 0.2 mm, 0.4 mm and s=0.2 mm, 0.4 mm, 0.8
mm.

Test Facilities. The tests were conducted in a 6-meter-long
air conduit with a 21 mm by 21 mm square test section. The
conduit is connected to a compressed air pipe system. The
experimental apparatus with its dimensions is schematically
represented in Fig. 2.

The reference pressure drop 1:>.Pe is measured between 1.0 m
and 3.0 m from the leading edge of the conduit entrance, so
as to allow a comparison of the pressure drop between the

Nomenclature --------- _

s+ spacing of riblets in law-
p density of fluid (kg/m3

) of-the-wall variables
lJ kinematic viscosity of B width of conduit with rec- Knon-c shape correction factor

fluid (m2/s) tangular cross section (m) L, I length (m)
J.t dynamic viscosity (kgI Dh hydraulic diameter of APe reference pressure (N/m2

)

m·s) conduit (m) APsmooth pressure drop of smooth
A friction coefficient h height Of peak of riblets surface (N/m2

)

Arib friction coefficient of (m) 1:>.Prib pressure drop of ribbed
ribbed surface h+ height of peak of the ri- surface (N/m2

)

Asmooth friction coefficient of blets in law-of-the-wall API pressure drop in the test
smooth surface variables section (N/m2

)

Anon-c friction coefficient for P rib pressure on ribbed sur- 1:>.PI differential pressure over
noncircular conduit face length I (N/m2

)
A height of conduit with Psmooth' pressure on smooth sur- ReDh Reynolds number for

rectangular cross section face square conduit
(m) s spacing of riblets U mean velocity (m/s)
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Re, Dh-

Dh = -

UD, 

v 

2AB 

A + B 

(1) 

(2) 

where Dh is the hydraulic diameter, and A and B are the height 
and width of the rectangular cross section respectively. Dh is 
21 mm in the present experiment, and A and B are 21 mm. 
The friction coefficient, X, is given by: 

' AP> " , X (3) 
"<"" (PU2/2)(l/Dh) 

0.3164 

= K„, 

Re£? 
4000 < R e D < 100000 (4) 

for square cross sections. The distance / for measuring the 
pressure drop is 400 mm in the present study. 

The height and spacing of the riblet in wall units are cal­
culated by the following commonly adopted equations, 

h+=' 
h D„AP 

4Pl 

s \DhAP 

v • Pi 

(5) 

(6) 

The percentage drag reduction per quarter conduit basis is 
calculated from 

% Drag Reduction = - "Vib (7) 

For a certain reference pressure drop APC< the fluid velocity 
U is constant, so that the drag reduction per quarter conduit 
basis can be rewritten as 

% Drag Reduction = 
A/> -APri 

(8) 
" - ' s m o o t h 

The uncertainty of the APC, APsmooth, or APrib measurements 
is ± 1 percent, and the uncertainty of the % Drag Reduction 
is estimated to be ± 2 percent. 

Measurement Procedure and Results 

Measurement Method and Procedure. There exist two 
methods to determine the drag reduction of the riblets for a 
pipe flow. In the first method, the mass flow is measured, and 
the resistance coefficient can be written as a function of mass 
flow m, hydraulic diameter D/„ and pressure drop AP, in the 
test section. In order to evaluate effectiveness of the riblets a 
relative resistance coefficient is more convenient, defined herein 
as 

Xrib 

Pi 
Velative 2 

m 

AP, 

(9) 

(10) 

A one percent error in pipe diameter measurement results 
in a five percent difference in X, and a one percent measurement 
uncertainty in mass flow rate results in a two percent change 
in X. Instead of using a flow meter, the reference pressure drop 
is utilized to calculate X, and the following formula is derived 
from (1), (3), (4): 

AP*f AP, (11) 
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Fig. 3(a) Relative friction coefficient X versus s + , the uncertainty of 
the relative friction coefficient X is estimated to be ± 2 percent 
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Comparing Eq. (11) with (10), less error results in the cal-

h+ 

Fig. 3(b) Relative friction coefficient X versus h*, the uncertainty of 
the relative friction coefficient X is estimated to be ± 2 percent 

culation of X by means of APC measurement than by meas­
urement of AM and a greater accuracy can be obtained in pressure 
measurement than in air mass flow measurement. 

It is worth mentioning that the method is of significance 
only for the study of the relative resistance coefficient, because 
the empirical formulas (3) and (4) are used in the derivation 
of the coefficient, which varies with different pipe conditions. 
The error caused by using the empirical formulas has an in­
fluence on the absolute value of the resistance coefficient, but 
the error is offset in the case of the relative value. 

An effective diameter is used in the calculation of the re­
sistance coefficient, X, by some investigators. It is defined as 
the diameter of a smooth pipe which would have the same 
cross-sectional area as a ribbed surface pipe and is determined 
by calculation or experiment. In the present experiment, the 
hydraulic diameter Dh is used, and all equations for noncircular 
pipes are based on Dh. Because the peaks of the riblets in our 
case are made of very thin foils 5 t̂m of thick, they have little 
influence on the cross-sectional area. For instance, the ETFR 
with h = 0.2 mm and s = 0.2 mm only takes up 0.23 percent of 
the cross-sectional area for a smooth pipe. For the V-groove 
with the same dimensions h and s, the value is 0.48 percent. 
No diameter correction is therefore necessary. As a matter of 
fact, if this factor is taken into consideration, a slightly higher 
percentage of drag reduction would be indicated. 

Many measures are taken to ensure constant measurement 
conditions, Dh and pressure hole conditions are not changed 
during the experiments and the only variation is the surface 
structure on a quarter part wall. APC and AP, are measured 
simultaneously, and APrjb is measured immediately after the 
APsmooth measurement using the same metering device. 
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Fig. 4 Pressure distribution over the riblets for the various dimensions 
of the ETFR, the uncertainty of the pressure differences APsmoo,h and 
APrib measurements is ± 2 percent 

Measurement Results. Percentage drag reduction for the 
variation in s+ and h+ can be found in Fig. 3(a) and Fig. 3(b), 
respectively. 

The data consistently indicate a net drag reduction within 
2 < 5 + <30 and 3</z+ <15, a maximum drag reduction of two 
to three percent per quarter conduit occurs at s+ = 10 and 
s+ = 15 for 5 = 0.2 mm, h = 0.2 mm and s=0A mm, h = 0.1 
mm, respectively. In order to make comparisons with other 
investigations, assuming that the mean wall shear stress on the 
three walls not covered by the riblets is not significantly changed 
by the presence of the riblets on the fourth wall, a value for 
the change in the mean wall shear stress on the riblet covered 
wall could be determined. Based upon the reduction in the 
mean wall shear stress on the riblet covered wall, the value of 
the drag reduction is four times that obtained from a quarter 
conduit covered by riblets, i. e., an 8 ~ 12 percent drag reduction 
could be expected although this involves some approximations. 
The result is consistent with Lazos and Wilkinson's external 
flow experiment of Thin-Element-Riblets. In their case, a drag 
reduction of eight percent was reported. 

In another correlative internal flow experiment carried out 
by Nitschke in 1983, drag reduction was obtained when 
8 < s+ < 23 with a maximum value of three percent in the neigh­
borhood of s+ = 11-15 (7J+ =0.91 s+), in her case the same 
flow condition, turbulent air pipe flow, and the same method, 
the pressure drop measurement, were used, but with a quite 
different riblet geometry, grooves with rounded peaks ma­
chined on the interior surface of the pipe. 

The experiments show that there is no drag reduction when 
h>0.4 mm in all cases. A pressure distribution in the riblet 
test section was measured in an attempt to investigate the riblet 
performance from its front edge to the rear edge. In Fig. 4(a) 
relative pressure is plotted along the test section with the rel­
ative pressure defined as Prjb - Psmooth so as to distinguish the 
lower pressure drop differences from the absolute pressure 
drop for the two surfaces in the conduit. As discussed in the 
introduction the riblets would thicken the viscous sublayer due 
to the zero velocity in the riblets, and unlike external (flat 
plate) flows where there is no opposite wall, in a conduit flow 
the velocity over the riblets will increase to maintain a constant 
mass flow rate. This has an effect of equivalent cross-sectional 
area reduction, and in turn, a pressure drop increase. As can 
be seen in Fig. 4 the value of P r ib - Psmooth for h = 0A mm 
decreases at the leading edge of the riblets and increases at the 
trailing edge, similar to contracted pipe behavior. 

There is a possible physical explanation for the no-drag-
reduction effect. It is apparent that the front step of the riblets 
disturbs the passing flow and increases resistance like an ob­
stacle, and the higher the riblet, the greater the influence, in 
the region of the first 200 mm, in which the front step is 
included, the drag reduction was dominant only for a very low 
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step, i.e., /z = 0.1 mm. Compared with the second 200 mm 
region the value of pressure gradient is smaller, see Fig. 4. The 
value diminishes as h increases to 0.2 mm,.and in this case the 
drag reduction could still be found for the entire riblet length, 
see the curve for h = 0.2 mm in Fig. 4. No drag reduction was 
found when h = 0A mm, and a greater pressure gradient oc­
curred in the first 200 mm. 

For technical reasons the test section is only 0.5 meter long, 
whereas in Liu et al's (1990) internal flow experiments a 1.5 
m-long-pipe with a 25.4 mm-in-diameter was lined with riblets 
with an alternate test section 2.4 m-long-pipe with a 50.8 mm-
in-diameter. In Walsh's (1980) investigations the test section 
was 91.4 cm long. 

The test section in our case might not be long enough to get 
rid of the disturbance influence caused by the front step of 
the riblets. 

Summary and Conclusions 
8 Compared with the previous designs of rectangular-fin-

riblets, the ETFR has thinner peaks (0.5 /zm) and smaller di­
mensions of h and s. The design and construction of the riblets 
provided the investigators with a convenient means to study 
riblets with various h and s values. 

• The ETFR indicates a 2-3 percent drag reduction when 
h+ is about 3-15 wall units for a quarter part of the conduit 
wall. The measurements were taken in a square air flow con­
duit. 

9 The experimental results show that the front step and 
trailing edge of the fins will cause a pressure change. The 
pressure decreases at the leading edge and increases at the 
trailing edge. The front step may cause disturbances to the 
passing flow and increase the pressure loss. No drag reduction 
is found when h>0A mm, the test section might not be long 
enough to relax front step disturbance for this case. 
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Use of Subdomains for Inverse 
Problems in Branching Flow 
Passages 
For inverse problems in complex flow passages, a calculation procedure based on 
a multizone Navier-Stokes method was developed. A heuristic approach was em­
ployed to derive wall shape corrections from the wall pressure error. Only two 
subdomains sharing a row of control volumes were used. The grid work in the 
common region was identical for both subdomains. The flow solver, inverse cal­
culation procedure, multizone Navier-Stokes method and subdomain inverse cal­
culation procedure were validated independently against experimental data or 
numerical predictions. Then, the subdomain inverse calculation method was used 
to determine the wall shape of the main duct of a branching flow passage. A slightly 
adverse pressure gradient was prescribed downstream of the sidebranch. Inverse 
calculations resulted in a curved wall diffuser for which the wall pressure distribution 
matched the design (prescribed) wall pressure distribution. The present method was 
illustrated for laminar, incompressible flows in branching passages. However, the 
method presented is flexible and can be extended for turbulent flows in multiply 
connected domains. 

Introduction 
Inverse flow problems determine a geometry which achieves 

a prescribed distribution for some flow property at physical 
boundaries. One of the main objectives of inverse flow cal­
culations is to attain desired flow conditions by means of 
beneficial or favorable boundary conditions. For inverse prob­
lems in flow passages, oftentimes a pressure distribution, based 
on experience with similar systems, is prescribed at the bound­
aries. 

Yang and co-workers (Nelson et al., 1975 and Nelson and 
Yang, 1977) presented an inverse calculation procedure for 
incompressible, irrotational flows in axisymmetric circular and 
annular passages. The governing equations were transformed 
into a coordinate system where the velocity potential function 
and stream function were the independent variables. The trans­
formed equations were solved to obtain a wall shape that could 
meet a particular requirement of wall pressure distribution. 
Later, Yang (1985) modified their earlier analysis to include 
rotational, inviscid flows. In short curved wall diffusers, agree­
ment between experimentally observed and analytically pre­
dicted wall pressure distributions was unsatisfactory, suggesting 
that the viscous effects could be significant. 

To account for viscous effects, inviscid calculations in the 
inviscid core are often done in conjunction with the boundary 
layer analysis. Strawn and Kline (1983) developed an inverse 
calculation procedure for curved wall diffusers that would 
increase the pressure recovery. Their analysis was based on a 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
January 30, 1992; revised manuscript received June 6, 1993. Associate Technical 
Editor: R. K. Agarwal. 

momentum integral equation, a boundary layer entrainment 
equation, and a potential core of uniform velocity. Optimum 
diffusers were considered to have continuous incipient sepa­
ration along their wall boundary layers. The separation was 
characterized by the wall distribution of the shape factor (ratio 
of boundary layer displacement thickness to the boundary layer 
thickness) or the stall margin. Once the shape factor or the 
stall margin distribution was prescribed at the wall, the diffuser 
geometry could be obtained. 

A similar procedure presented by Laidler and Myring (1984) 
also allowed for viscous/inviscid interactions. Laidler and 
Myring (1984) used inverse procedures for both the core flow 
and the boundary layer. A duct shape was obtained for a 
prescribed distribution of wall friction velocity. Ahmed and 
Myring (1986) extended the analysis by Laidler and Myring 
(1984) to include the effects of compressibility. 

An inverse procedure in association with a direct flow solver 
applies to a wider range of problems. With this approach, an 
inverse flow problem is solved by repeatedly using a direct 
flow solver to refine a guess geometry until the prescribed flow 
conditions are reached. The use of a direct flow solver to carry 
out the inverse calculations avoids the viscous/inviscid inter­
action. Hence, the inverse procedure can be applied to a wider 
variety of problems as it can be used to account for rotational 
flow effects and viscous effects. 

Ntone and Yang (1986) used a Navier-Stokes solver sim­
plified by the thin-layer approximation to design axisymmetric 
passages. The wall geometry was modified from two guess wall 
geometries and their wall pressure distributions. The wall mod­
ification employed the secant method often used in numerical 
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solutions of nonlinear equations. This modification was con­
tinued until the wall pressure distribution was close to the 
prescribed wall pressure distribution. 

Flow configurations consisting of combined passages, such 
as manifold, dump diffuser, and diffusers with bleed or suction 
slots, have been used for many applications. However, a lim­
ited amount of information is available to guide the unified 
design of duct combinations. Hokenson and Su (1977) used 
inviscid flow analysis for the unified inlet/diffuser design. 
However, strong viscous effects in duct combinations warrant 
a design method based on Navier-Stokes equations, which is 
the primary objective of the present work. 

In recent years, Navier-Stokes methods to compute flow 
fields in complex configurations have advanced. For example, 
curvilinear coordinate systems conforming to arbitrary bound­
aries of the flow domain are commonly used today. However, 
geometries involving duct combinations are not suitable for 
grid generation using the body-fitted coordinates. On the other 
hand, such configurations can be dealt with more easily by 
using the multizone Navier-Stokes methods. The general ap­
proach of the multizone method is to break a complex domain 
into several simple subdomains, sometimes called blocks or 
zones. Grids are generated independently in each zone. The 
governing equations are solved in each subdomain, and the 
boundary conditions between zones are communicated during 
the solution process. 

Karki and Patankar (1986) used the subdomain approach 
to obtain a flow field in an annular dump diffuser. Leschziner 
and Dimitriadis (1989) also applied this approach to compute 
a flow field in junctions of internal combustion engine man­
ifolds. More recently, Tolpadi and Braaten (1991) used mul­
tiple blocks to study the flow field in a branched turboprop 
inlet duct. 

In this study, an inverse design procedure based on the 
multizone Navier-Stokes method was developed. The method 
was tested and validated against known results and then was 
applied to design a bifurcating flow passage. 

Flow Solver 

A general purpose fluid dynamics code was used for flow 
calculations. This code is applicable to steady/unsteady, lam­
inar or turbulent flow of compressible/incompressible fluids 
in a Cartesian, cylindrical or curvilinear coordinate system. 
The present work was applied to laminar, incompressible flows 
in axisymmetric passages. Computations were done using a 
body-fitted coordinate system. 

Governing Equations. Conservation equations of mass and 
momentum are expressed in Cartesian tensor notation as 

dXj 

dXj 
(pVjVd--

(pVj) = 0 

9p JL 
dXj dx: 

dVi 

dXj 

(1) 

(2) 

Solution Procedure. The governing equations for depen­
dent variables, e.g., axial and radial velocities, reduce to a 
general form as 

V(pF.</> + 70) = ̂  (3) 

where c£_ represents the dependent variable, V is the velocity 
vector, / 0 is the diffusive flux vector, and S0 is the volumetric 
sourceof </>. Integration of the generalized Eq. (3) over a control 
volume results in the finite difference equations of the general 
form 

a,4>p = ON<J>N + ascj)S + a^H +aL<t>L + S4> (4) 

where aN, as, aH, and aL are linking coefficients which connect 
each neighbor with the nodal value <t>P. These coefficients were 
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Fig. 1 Axial velocity in the entrance region of a pipe. 
D = 0.01 m, w,„ = 0.043 m/s, and Re = 426 
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Fig. 2 Axial velocity in the plane sudden contraction. 
D = 0.01 m, w,„ = 0.043 m/s, Re = 426, and d/D = 0.5 

obtained, using the power-law scheme, in terms of the mass-
flow rates across the cell faces and the diffusive coefficients. 
The set of coupled nonlinear equations was solved implicitly 
in an iterative manner. Coupling between velocity and pressure 
fields was provided by a variant of SIMPLE algorithm (Pa­
tankar, 1980), SIMPLEST. 

Validation. The flow solver was validated using two test 
cases: (1) developing flow in a pipe and (2) fully developed 
flow in a plane sudden contraction. For the first test case, the 
pipe diameter (D) was 0.01 m, the mean axial velocity at the 
inlet (win) was 0.043 m/s, and the inlet Reynolds number (winD/ 
v) was 426. A total of 1800 grids (15 radial and 120 axial) with 
clustering near the wall, center line, and inlet were used. Figure 
1 shows computed axial velocity distributions at several radial 
locations in the entrance region of the pipe. These results 
compared well with similar results from Hornbeck (1964), also 
shown in Fig. 1. 

For the second test case, the computed results were compared 
with experimental data obtained by Durst et al. (1987) who 
used laser Doppler anemometry to measure axial velocity pro­
files. In this case, the passage gap at the inlet {D) was 0.01 m, 
the average inlet velocity (vfjn) was 0.043 m/s, the inlet Reynolds 
number was 426, and the passage gap after contraction (d) 
was 0.5 D. Flow at the passage inlet was fully developed. 
Computations were done in a rectangular domain with regions 
blocked to represent a plane sudden contraction. A coarse and 
a refined grid were used for flow field computations. The 
coarse grid consisted of 6000 grids (50 radial and 120 axial) 
of which 1,975 grids were blocked to the flow. Meanwhile, the 
fine grid consisted of 8400 grids (70 radial and 120 axial) of 
which 2070 grids were blocked to the flow. Figure 2 shows the 
computed and measured axial velocity profiles just prior to 
and after the contraction. Figure 2 exhibits good agreement 
between the experimental data and numerical predictions. Fur­
thermore, computed results from the coarse and fine grids 
match, indicating that the computations are independent of 
the grid size. 
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Fig. 3 Grid arrangement in a straight pipe followed by a curved wall 
diffuser 

Design (Inverse) Procedure 
The design procedure is a sequence of direct calculations 

during which the wall geometry is updated iteratively. The 
important operations, in order of their execution, are listed in 
the following: 

(1) Guess a trial geometry, generate the body-fitted grid, 
and calculate geometric coefficients. 

(2) Iteratively solve the finite difference equations to cal­
culate the flow field. 

(3) Determine the wall correction from the difference be­
tween the design wall pressure and the computed wall 
pressure. 

(4) Obtain the new geometry, regenerate the body-fitted 
grid, and recalculate the geometric coefficients. 

(5) Repeat steps 2 to 4 until the wall correction is within 
a prescribed tolerance. 

A key element in this procedure is the scheme by which the 
wall shape corrections are derived from the wall pressure error. 
Unlike Zannetti (1980) or Thompkins and Tong (1982) who 
relate the wall correction and wall pressure error in terms of 
wall compatibility equations, the present work uses a heuristic 
approach. The local wall correction AY is obtained in terms 
of the local error in the wall pressure gradient. Thus, 

AY=aabs[APc-APd]" (5) 

with 

a = proportionality constant 
APC = computed wall pressure gradient 
APd = design wall pressure gradient 

n=1.0 if [APC - APd] < 1.0 
= 0.5 if [APC - APd] > 1.0 

Here, instead of the wall pressure, the wall pressure gradient 
is used to determine the wall correction. The local wall pressure 
gradient reflects the local wall slope. On the other hand, the 
local wall pressure represents a cumulative effect of the wall 
shape. The proportionality constant is a function of fluid den­
sity, and it also serves as a relaxation factor. The new geometry 
is obtained as follows: 

and 

y m w = y 0 i d - A y ifAPc>APd 

Ymw=YM + AY ifAPc<APd 

(6a) 

(6b) 

Equations 6(a)-6(b) follow from the fact that a passage with 
a higher area ratio (exit area/inlet area) produces a higher 
pressure gradient/recovery than a passage with a lower area 
ratio. Thus, when the computed pressure gradient is greater 
than the design pressure gradient, it follows that the computed 
area ratio must be more than the design area ratio. Hence, the 
wall radius is decreased by a value Ay given by Eq. (5). A 
similar explanation can be given for the case when the wall 
pressure gradient is less than the design pressure gradient. 

The present approach is a simplified version of the MGM 
algorithm used by Malone et al. (1989) for airfoil design. The 
MGM algorithm relates the wall correction and wall slope to 
errors in both pressure and pressure gradient. Such an ap­
proach avoids discontinuous surfaces. However, in the present 
work, smoothness of the wall geometry was maintained by 
imposing a few constraints. For example, the maximum wall 
correction during a geometry change was limited to a fraction 
( = 0.5) of the grid size. Moreover, it was found computation­
ally efficient to start with a small proportionality constant, a 
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Fig. 4 Effect of grid size on wall pressure distribution 
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Fig. 5 Sequence of wall geometries during inverse solution of a straight 
pipe followed by a curved wall diffuser. 
D = 0.06 m, w,„ = 10.0 m/s, Re = 150, p = 1.0 kg/m3, and LID = 7.53. 

= 5.5 x 10~4, which gradually increased by up to two orders 
of magnitude during iterations. 

The new wall geometry was often computed without ob­
taining a fully converged solution for the old geometry. Typ­
ically, this partial convergence was considered reached when 
field residuals decreased by two orders of magnitude. After 
updating the wall geometry, the new grid was generated by 
linearly distributing the wall movement A Y to all the grid points 
in the radial direction. The flow field calculated prior to the 
geometry change was used as the guess field for calculations 
in the updated geometry. 

Validation. The design procedure was tested for a straight 
pipe followed by a curved wall diffuser. To establish the design 
wall pressure distribution, the direct flow solver was used to 
compute the flow field in a specific flow passage. The inlet 
diameter (D) was 0.06 m, the axial velocity at the inlet (win), 
10.0 m/s, was uniform, the inlet Reynolds number (winD/v) 
was 150 and the density was 1.0 kg/m3. The length of the 
diffuser (L) was 7.53 D, and the exit diameter was 1.67 D. A 
reference pressure of zero was specified at the diffuser exit. A 
coarse grid (10 radial and 30 axial) and a fine grid (30 radial 
and 70 axial) were used for flow field computations. The coarse 
grid used for computations is shown in Fig. 3. The computed 
wall pressure distributions were independent of the grid size 
(Fig. 4). 

The computed wall pressure distribution was then used as 
the target value for inverse calculations. A circular pipe was 
used as the guess geometry. Furthermore, the wall geometry 

' was constrained so as not to exceed the exit radius or to be 
less than the radius at the inlet. Calculations were done with 
the coarse grid only. Figures 5 and 6, respectively, show se­
quences of wall geometries and the corresponding wall pressure 
distributions during inverse calculations, along with the target 
values. During successive geometry changes, the wall geometry 
approached and finally reached the target value, even though 
the initial guess was rather crude. The wall geometry was mod­
ified after approximately 25 flow iterations, and the target 
geometry was reached after 24 such geometry changes. 
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Fig. 6 Sequence of wall pressure distributions during inverse solution 
of a straight pipe followed by a curved wall diffuser. 
D = 0.06 m, Wm = 10.0 m/s, Re = 150, p = 1.0 kg/m3, and LID = 7.53. 
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obtained by a direct method to that obtained by the subdomain method. 
D = 0.05 m, win = 10.0 m/s, Re = 125, p = 1.0 kg/m3, LID = 7.0 
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Fig. 7 Schematic of the two domains to implement the subdomain 
approach in a T-junction 

Subdomain Method 
The direct flow solver was modified to use the subdomain 

(multizone) approach. In this work, only two subdomains are 
used. Figure 7 shows two domains to implement the subdomain 
method in a T-junction. Domain 1 and domain 2 overlap in 
the region ABCD. The grid work in the common region was 
identical for both the subdomains. The computational pro­
cedure can be described with respect to Fig. 7 as follows: 

(1) Compute the flow field in domain 1. Input mass and 
momentum flow rates at the inlet, no slip at the wall 
and a reference pressure at the exit. Use the guess radial 
velocity along AB and the guess axial velocity along 
A+B+. 

(2) Save the radial velocity along CD, and the axial velocity 
at AC and BD and along C~D~. 

(3) Compute the flow field in domain 2. Input no slip 
conditions at the walls and a reference pressure at the 
exit. At CD, input the radial velocity saved during step 
2. Similarly, input the saved axial velocity at AC, BD, 
and along A+B+. 

(4) Save the radial velocity along AB and the axial velocity 
along A+B+. 

(5) Repeat steps 1 to 4 until velocities in the common region 
ABCD converge. 

The flow field computations were done independently in 
each subdomain. Therefore, at the end of the computations 
in a subdomain, the geometric data and flow field data were 
stored in disk files before computations were started for an­
other subdomain. 

The present subdomain approach with one row of overlap­
ping control volumes compromises well between computa­

tional efficiency and ease of implementation. Karki and 
Patankar (1986) used several rows of overlapping control vol­
umes, thereby increasing the computational effort. Leschziner 
and Dimitridis (1989) avoided physically overlapping the do­
mains, whereby the stream wise conservation equation was 
solved separately along the interface between two subdomains 
before boundary conditions were transferred. 

Validation. The subdomain method was validated for a T-
junction geometry (Figure 7) to ensure that the boundary con­
ditions transferred accurately between the domains. The val­
idation was carried out by comparing computed results from 
the direct method to those by the subdomain method. For 
these calculations, the inlet diameter was 0.05 m, the inlet axial 
velocity, 10.0 m/s, was uniform, the inlet Reynolds number 
was 125, and the density was 1.0 kg/m3. The length of the 
main passage (L) was 7 D, and the sidebranch starting at an 
axial location (z) of 3.5 D was 0.86 D wide. A reference pressure 
of zero was specified at the exit of the main passage. The 
pressure at the sidebranch exit was fixed at -40.0 Pa. For 
direct calculations, a rectangular physical domain with 800 
grids (20 radial and 40 axial) was used. Of these grids 350 were 
impermeable to the flow. These calculations indicate that 42 
percent of the inlet mass exited through the sidebranch. 

In subdomain calculations, the guess radial velocity (v), 0.122 
win, was uniform along AB. This guess velocity resulted in the 
desired mass flow through the sidebranch. A zero reference 
pressure was specified at both the main passage and the 
sidebranch exits. The flow geometry was mapped by only 455 
grids, 400 grids (10 radial and 40 axial) in domain 1 and 55 
grids (11 radial and 5 axial) in domain 2. 

Figure 8 compares radial velocity profiles along AB obtained 
by the direct method to that by the subdomain method. Figure 
8 also shows the guess and intermediate velocity distributions 
for the subdomain method. These results show that the guess 
radial velocity profile was updated during subdomain calcu­
lations and that it ultimately matched the profile obtained by 
direct calculations. Similar comparisons at several other lo­
cations indicated that the subdomain method accurately trans­
ferred boundary conditions between domains. 

Results and Discussions 
The flow chart in Fig. 9 shows the computational steps for 

inverse calculations using the subdomain method. As shown 
in this figure, the computational procedure is started by guess­
ing the flow field in the common region of domain 1. Guess 
boundary conditions and the known boundary conditions, such 
as the velocity and mass flow rate at the inlet, no slip at walls, 
and a reference pressure at the exit, are then used to compute 
the flow field in domain 1. After several flow iterations, either 
the wall geometry is updated or the flow field in the common 
region is saved for flow calculations in domain 2. If the wall 
geometry is updated, a new grid is generated and the flow field 
is computed in the new domain 1. Otherwise, the previously 
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Fig. 10 Guess geometry for inverse solution of the T-junction 

saved flow field in the common region and the known boundary 
conditions at the walls and the exit may be used to compute 
the flow field in domain 2. Subsequently, the updated bound­
ary conditions in the common region may be used to compute 
the flow field in domain 1. This process is repeated until the 
inverse solution and the subdomain method produce the design 
wall pressure distribution and until the flow field in the com­
mon region is within a prescribed tolerance. In the present 
work, the subdomain method updated boundary conditions at 
the interface whenever consecutive wall corrections were in 
opposing directions. 

The flow field obtained by direct calculations in the T-junc­
tion geometry (Fig. 7) provided target values to validate the 
design procedure using subdomains. The guess geometry, 
shown in Fig. 10, indicates that the design must produce a 
straight wall downstream of the sidebranch. Next, Figs. 11 
and 12, respectively, show sequences of the wall geometries 
and the corresponding wall pressure distribution during ge­
ometry changes. These figures show that the design process 
approached and finally reached the target values. The wall 
geometry was updated 15 times, the boundary conditions were 
transferred 7 times, and the total flow iterations were 390 for 
domain 1 and 115 for domain 2. 
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Fig. 11 Sequence of wall geometries during inverse solution of the 
T-junction. 
D = 0.05 m, win = 10.0 m/s, Re = 125, p = 1.0 kg/m3, and LID = 7.0. 
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Fig. 12 Sequence of wall pressure distributions during inverse solution 
of the T-junction. 
D = 0.05 m, w,„ = 10.0 m/s, Re = 125, p = 1.0 kg/m3, and LID = 7.0. 
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passage 
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Guess geometry for inverse solution of the branching flow 

Finally, Fig. 13 depicts a branching flow passage designed 
by the method developed in this study. For this flow config­
uration, the inlet diameter was 0.06 m, the inlet axial velocity, 
0.262 m/s, was uniform, the inlet Reynolds number was 2120, 
and the density was 1.25 kg/m3. The length of the main passage 
(L) was 1.5 D and the sidebranch starting at an axial location 
(z) of 0.3 D was 0.054 D wide. Eighteen percent of the total 
inlet mass was expected to exit through the sidebranch. An 
adverse pressure distribution downstream of the sidebranch 
was prescribed (Fig. 14). The design was started by guessing 
a straight wall downstream of the sidebranch (Fig. 13 or 15). 
The flow geometry was mapped by 2916 grids, 2800 grids (40 
radial and 120 axial) in the main passage and 116 grids (29 
radial and 4 axial) in the sidebranch. 

Figures 14 and 15, respectively, show sequences of the wall 
pressure distributions and wall geometries downstream of the 
sidebranch. The wall geometry changed during inverse cal­
culations, and the corresponding pressure distribution ap­
proached the target values. The resultant geometry is a curved 
wall diffuser which provides a higher pressure recovery corn-
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Fig. 14 Sequence of wall pressure distributions during inverse solution 
of the branching flow passage. 
D = 0.05 m, win = 10.0 m/s, Re = 125, p = 1.0 kg/m3, and LID = 7.0 
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Fig. 15 Sequence of wall geometries during inverse solution of the 
branching flow passage. 
D = 0.05 m, w,„ = 10.0 m/s, Re = 125, p = 1.0 kg/m3, and LID = 7.0 

pared to a straight wall diffuser. The wall geometry was up­
dated 51 times, the boundary conditions were transferred 6 
times, and the total flow iterations were 600 for domain 1 and 
100 for domain 2. 

Concluding Remarks 
Prior work on inverse calculations is limited to simple flow 

configurations. Only a limited amount of information is avail­
able to guide the unified design of duct combinations. The 
present work is an attempt to conduct inverse calculations in 
complex flow passages. This endeavor was accomplished by 
adding an inverse procedure and a subdomain procedure to a 
viscous flow solver. The method was demonstrated for inverse 
calculations in a branching flow passage. 

The procedure developed here broadens the scope of inverse 
design to complex flow passages. However, some operational 
issues are yet to be resolved. For example, how often should 
the interface boundary conditions be updated and how should 
a simultaneous multidomain inverse design be conducted? The 
design (prescribed) pressure distribution might be physically 

unrealistic in a given flow configuration. Thus, the design 
might not lead to the target values. Furthermore, a range of 
geometries or multiple geometries might satisfy design pressure 
distribution. Therefore, the designer must establish a local or 
a global criterion to ensure minimum deviation from the design 
pressure distribution. 
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Streamwise Computation of Three-
Dimensional Flows Using Two 
Stream Functions 
An approach to compute three-dimensional flows using two stream functions is 
presented. The independent variables used are x, a spatial coordinate, and £ and ij, 
values of stream functions along two sets of suitably chosen intersecting stream 
surfaces. The dependent variables used are the streamwise velocity, and two functions 
that describe the stream surfaces. Since the value of a stream function is constant 
along the solid boundaries, this choice of variables makes it easy to satisfy the 
boundary conditions. To illustrate the approach, computations of incompressible 
potential flow through a circular-to-rectangular transition duct are also presented. 

I Introduction 
Since the introduction of the stream function by Lagrange 

(1781) for two-dimensional plane flows and by Stokes (1842) 
for axisymmetric flows, the use of a stream function to study 
two-dimensional flows has been extensive. Besides the well-
known examples given in introductory fluid mechanics books, 
in the recent past, the stream function, along with the vorticity, 
has been used extensively to compute two-dimensional incom­
pressible viscous flows. Kwon and Pletcher (1986) have used 
the stream function and the axial velocity as the dependent 
variables to compute two-dimensional incompressible sepa­
rated channel flow. Streamlines of the incompressible potential 
flow corresponding to a given geometry have also been used 
to construct boundary-fitted grid systems for the computation 
of viscous flows (Meyder, 1975; Ghia et al., 1981; and Farrel 
and Adamczyk, 1982). A survey of the use of streamlines to 
generate a grid is included in the review article on grid gen­
eration by Thompson et al. (1982). 

The corresponding development for three-dimensional flows, 
that is the use of two stream functions to study three-dimen­
sional flows, so far has been limited. Several authors in the 
past have introduced two stream functions to describe three-
dimensional flows. Among the pioneering works are the works 
of Clebsch (1857), Prasil (1926), Maeder and Wood (1954), 
and Yih (1957). Clebsch (1857) introduced stream functions 
for three-dimensional flows by the use of a theorem by Jacobi 
(quoted in Clebsch) on the general solution of an n-dimensional 
continuity equation, and Yih (1957) by integrating the equa­
tions of a stream line. In both these works the stream surface 
equations were expressed as, 

i = &(x,y,z)\ i\ = H{x,y,z) {\.\a,b) 
where £ and ij are the values of stream functions along the 

stream surfaces S and H, respectively, and the velocity vector 
is given by, 

v = gradH x grad// (1.2) 
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The present work takes as its starting point the existence of 
two stream functions that will describe three-dimensional steady 
flows. From that point on we develop techniques for computing 
three dimensional flows using two stream functions. The stream 
surfaces in the present work are defined parametrically by 
equations such as 

x = x, y=Y{x,£,,7)), and z = Z(x,£,y), (l.3a,b,c) 
For a given value of x (1. la,/?) and (1.3b,c) are inverse relations 
of each other. In the present work, an important compliment 
to the use of two stream functions to describe three-dimen­
sional flows is the choice of the independent and the dependent 
variables. As discussed in detail in the next section, the in­
dependent variables used to describe the flow are x, £, and r\; 
and the dependent variables, U, the streamwise velocity, and 
two functions that describe the stream surfaces. With these 
variables Greywall (1980, 1983, 1985, 1988) studied two and 
three-dimensional flows with various degrees of approxima­
tions. In the present paper, we present a general theory for 
studying three-dimensional viscous flows using the aforemen­
tioned variables. The present work is restricted to steady flows. 

II Independent and Dependent Variables 
In this section we introduce the independent and the de­

pendent variables. The independent variables are x, £, and r/. 
Variable x is a spatial coordinate along the main flow direction. 
Variables £ and i) are the values of stream functions along two 
suitably chosen sets of intersecting stream surfaces. A stream 
surface along which the stream function £ is constant is referred 
to as a £ = constant surface or as a x-y surface. Similar 
nomenclature is used for stream surfaces along which -r\ is 
constant. As discussed in the earlier studies (as, for example, 
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in Maeder and Wood, 1954 and Yih, 1957), in general, for 
three-dimensional flows there is no unique way to define two 
sets of interacting stream surfaces. For a given flow there are 
numerous choices for the E and H stream surfaces that will 
cover the given flow. However, to take advantage of the (x, 
£, ij) choice of the independent variables the general shapes of 
the E and H stream surfaces are to be selected to facilitate the 
imposition of the required boundary conditions. In the present 
paper, we present three different combinations of two basic 
types of E and H stream surfaces that should cover many flows 
of practical interest. The' two basic types of stream surfaces 
considered are: plane stream surfaces and cylindrical stream 
surfaces. The plane stream surfaces are not necessarily flat. 
The boundaries of plane stream surfaces intersect the flow 
boundaries. The cylindrical stream surfaces are not necessarily 
straight circular cylinders. The cylindrical stream surfaces are 
nested within each other. From these two basic types of stream 
surfaces we form three different combinations, each consisting 
of two sets of intersecting stream surfaces, to model three 
different types of flows. These three different types of flows 
are named: (i) plane flows, (ii) axial flows, and (iii) circulating 
flows. "Plane" flows are modeled with one set of £ = constant 
plane stream surfaces and one set of t\ = constant plane stream 
surfaces as shown in Fig. 1(a). This type of modeling is pro­
posed for studying flows that are bounded by flat boundaries. 
"Axial" flows are modeled with one set of £ = constant 
cylindrical stream surfaces and one set of t\ = constant plane 
stream surfaces such that one edge of all the i\ = constant 
stream surfaces meet in the axis of the flow as shown in Fig. 
1(b). This type of modeling is proposed for studying flows that 
are bounded by curved boundaries. "Circulating" flows are 
modeled with one set of £ = constant cylindrical stream sur­
faces and one set of t} = constant plane stream surfaces as 
shown in Fig. 1(c). The intersection of the £ = constant stream 
surfaces and r; = constant stream surfaces are closed curves. 
This type of modeling is proposed for the study of circulating 
flows. 

The stream surfaces are defined parametrically by the fol­
lowing equations: 

Plane flows: x = x, y=Y(x&,rj), and z = Z(xA,i\), 
(2.1a) 

Axial flows: x = x, r = R(x,£,,i))t and 0 = 9(x,£,i7), 
(2.1b) 

Circulating flows: x-X(x,^,v)< r-R(x>£,)?), and 0 = x 
(2.1c) 

In (2.1) x, y, and z are the rectangular Cartesian coordinates, 
and x, r, and 8 are polar cylindrical coordinates. Let t/(x, £, 
?j) represent the stream wise velocity. The dependent variables 
used to describe the plane, axial, and circulating flows are, 
respectively, 

(U,Y,Z), (U,R,Q), and (U,X,R) (2.2) 
Let gx and g{ represent the coordinate vectors of the x-£ 

stream surfaces, and gx and g, the coordinate vectors of the x-
i] stream surfaces (these vectors are calculated in the next sec­
tion). Since the coordinate vector gxis common to both the x-
£ and the x-y stream surfaces, it is tangent to the stream line 
defined by the intersection of the x-£ and the x-V stream sur­
faces. Since U is the stream wise velocity, we note, for later ' 
use, that U is along gx. 

Ill Transport Equations and the Related Metrics 
Equations for the transport of mass, momentum, and energy 

in a general curvilinear coordinate system have been derived 
previously and are given in books and review articles, among 
others, by Aris (1989), Flugge (1972), and Serrin (1959). In 
this section we adapt these equations to a streamwise curvi-

Fig. 1(a) General shape of a f = const stream surface intersecting a 
it = const stream surface for "plane" flows 

Fig. 1(b) General shape of a f = const stream surface intersecting a 
i) = const stream surface for "axial" flows 

Fig. 1(c) General shape of a £ = const stream surface intersecting a 
ri = const stream surface for "circulating" flows 

linear coordinate system (x, £,?))• It is called streamwise, since, 
by virtue of the x coordinate lines, it is aligned with the stream­
lines. The transport equations are presented in terms of the 
metric of a streamwise curvilinear coordinate system. 

Latin letters /, j , k, and m are used for free and dummy 
indices. Whenever the same Latin letter /, j , k, or m appears 
in a product, once as a subscript and once as a superscript, it 
is understood that this means a sum over all terms. A subscript 
preceeded by a comma denotes an ordinary partial derivative. 
Covariant base vectors g, of the (x, £, i?) coordinate system 
are calculated from the transformation formula, 

where x' represent the coordinate lines of the (x, £, v) system 
and xJ are the coordinate lines of the (x, y, z) system for the 
plane flows, and the coordinate lines of the (x, r, 6) system 
for the axial and the circulating flows. In (3.1) g, are the base 
vectors of the xj system and are for the (x, y, z) and the (x, 
r, 6) system, respectively, 
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fc=(l,0,0); I , = (0,1,0); fc= (0,0,1) (3.2A) 

£*= (1,0,0); gr = (0,cose,sine); g<, = (0 , -#s in9 ,#cos9) 
(3.26) 

Carrying out the transformation (3.1), we obtain for the co-
variant base vectors of the plane flow (x, £, rj) coordinate 
system 

gx = ( l , y x , Z x ) ; gt = (0,y { >Zj) ; g, = (0,y,„Z,,) (3.3) 

All these three covariant base vectors are expressed by the 
single equation, 

g,= (8lx,Yj,ZJ) (3.4) 

where 5,x is the Kronecker delta. The covariant components of 
the metric tensor, gy, defined by gy = g,"g; are given by: 

gij^d^+YjYj + ZjZj (3.5) 

The determinant, g, of the matrix of the metric coefficients is 

«=(gx*g«xg,)2=(ytz.„-y,z,t)2. (3-6) 
Since \fg appears often later in the transport equations, we 
denote Vg by D. Corresponding results for the axial and cir­
culating flows are: 

Axial Flows: 

gi=(8ix,Rj cos9 - 9,/iJsine, R,, sin9 + 9,,#cos9) (3.7a) 

gy = 8ix8Jx + RJRJ + #29,,9,y (3.7 b) 

D = R(RtiQ„-R„QA) (3.7c) 

Circulating Flows: 

gi = {Xj, Rj cosO-5ixRsmQ,Rj sin9 + 8ixRcosQ) (3.8a) 

gu = X,iXj + R,iRj + 5ix8JxR
2 (3.86) 

D = R(XtiRi„-X,llRj() (3.8c) 

As discussed in Section II, the velocity vector at any point 
is directed along gx. Thus, the contravariant velocity com­
ponents ifi and u° are zero everywhere. To calculate Mxwe use 
the relation 

U2 = uiuJgij=uxuxgxx. (3.9) 

Thus, «', the contravariant velocity components are: 

ux=U\~Jgx~x; u* = 0; uv = 0. (3.10a A c ) 

The covariant velocity components, uit are calculated from 

Ui = gijUJ = gixu
x, (3.11) 

and are: 

Sxi 

Axial flows: u(x) -
U 
i — , 

J Sxx 
UR. 

0(r) 

Circulating flows: u(x)-

Sxx 

UX, 

and u(6) = 
RUG, 

UR. 

H(r) 

and u(d) -

Sxx 

RU 

(3.15b) 

U; ue = U; uv = U. (3.12) 
Sxx 

The contravariant velocity components, u\ in the;?-' coordinate 
system are given by, 

~'dxr (3.13) 

and the physical velocity components, u{j), in the ^coordinate 
system by, 

" U) = Vgjj u' (no sum over j) (3.14) 

where gjj, the covariant components of the metric tensor of 
the xJ coordinate system, are for the (x, y, z) system gxx = 1; 
Syy = 1; Szz = 1. and for the (x, r, 6) system gxx = 1; grr = 
1; See = ? = R2- We, thus, obtain the physical velocity com­
ponents for the, 

Plane flows: u(x) = 
U 

u(y) 
Sxx 

UY., 
and u{z)-

UZ, 
(3.15a) 

(3.15c) 
ISx 

Vorticity components are calculated from </ = eiJk Uj I,-_ (e'jk, 
the permutation tensor, is equal to + \/D, - \/D, or 0 de­
pending on whether i,j, A: is a cyclic, an anticyclic, or an acyclic 
sequence) and are 

cox = («,,{-«{_,)/£), CO£ = ( M X I , - M , X ) / £ ) , u>n = (u^iX-uX:S.)/D 

(3.16a, b, c) 

Continuity Equation: 

dp 
-f + dw(pv) = 0, 
at 

(3.17) 

where p is density. In streamwise computation of flow fields, 
ux is the only non-zero contravariant velocity component and 
the preceding equation becomes, 

| + i J W „ . (3.18) 

For steady flow pt, = 0, and we obtain on integrating the 
remaining part of (3.18) 

Dpux= a constant along x- (3.19) 

We set the constant of integration equal to one. This choice 
of the integration constant along with the given inflow velocity 
distribution, as illustrated in the example computations given 
in Section IV, determines the location of the £ = const and rj 
= const stream surfaces at the inlet. The steady-state continuity 
equation thus becomes, 

„ 1 
PD' 

and with the help of (3.10a) 

U= 

Momentum Equation: 
PD 

p — = p ~^r + puy ; = F, 
Dt dt • 

(3.20) 

(3.21) 

(3.22) 

where F is the force (surface and body) per unit volume. Once 
again, since ux is the only nonzero contravariant velocity com­
ponent, the covariant momentum equation for steady flow 
reduces to, 

pUXU; \x = Fj (3.23) 

By expressing the covariant derivative w, I x in terms of gy, we 
obtain 

pDgXi,x ~ SxfpD),x ~ \ pDgxx,t = p2D'F; (3.24) 

Another variation of momentum Eq. (3.23) is obtained by 
expressing for w,- I x in terms of a>' and U, 

pUUiX = Fx, p[/t/,f = F f-co", p UUtV = F„ + ui. (3.25a A c ) 

Energy Equation: 

d(pe) 

dt 
• + div(pev)= -d ivq + div(T.v) + pv.b, (3.26) 

where e is the energy (sum of internal, kinetic, and potential) 
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per unit mass, q the heat flux, T the stress tensor, and b the 
body force per unit mass. Once again using the fact that uxis 
the only nonzero velocity component, we obtain from (3.26) 
for steady flow, 

h i ( Z W ) = ~ h h {Dqi)+h hiDTJu^+puXb«-
(3.27) 

Calculation of F ;: 
We separate the pressure, the viscous, and the body force 

contributions to Fj and write 

Fi=-p.i+f, + pb, (3.28) 

where 6; is the body force. The viscous contribution, fk, is 
given by, 

fk = guf' = gk(f'\j = gk, k r y M + f T U (3-29) 

where 

Ddx 

luf\mgu + litejmtS\„ + gmuJ\m). (3.30) 

The stress tensor T'J is given by 

Tu=-pgu + TU (3.31) 

The contravariant components of the metric tensor, gij, and a 
"parabolic" approximation to the stress tensor are given in 
Greywall (1991). 

IV Potential Flow 
In this section we present the isentropic approximation to 

the transport equations of the preceding section. For an is­
entropic flow without body forces, 

F,= -pj = p(U2/2)j = p(gxx/2p2D2)j (4.1) 

where we have used (3.21) to express Urn terms of the metric. 
From here on / stands only for £ and -q. Upon substituting F, 
from (4.1) into (3.24), we obtain after some rearrangement, 

Sxhx
D~ Sx,D,x ~Sxx.P + SXxD,i = ~ (8xiP,x ~ SxxP.i) (4-2«) 

With a little algebra (4.2a) can be rewritten as, 

(gx,/PD)<x - (gxx/PD)j = 0. (4.2b) 

Equation (4.26) can also be obtained by setting the vorticity 
w' (3.166 and 3.16c) equal to zero and using (3.20) along with 
(3.11) to express w,-. The terms on the right-hand-side of (4.2a) 
represent the effects of compressibility, and vanish for an 
incompressible flow. Upon substitution of appropriate expres­
sions for gx., gxx, and D from Section III for a given type of 
flow, (4.2a) will yield two equations (one with / set equal to £ 
and another with / set equal to r/) for the two stream surfaces 
of that particular flow. To illustrate the procedure we present 
sample calculations for an incompressible axial flow. For in­
compressible potential flow (4.2a) yields the following two 
stream surface equations, 

X - £ (v — const) stream surface: 

Sxi ,xD ~ 8xiD.x ~ gxx.iD + gxxD,( = ° (4-3«) 

X~V (£ = const) stream surface: 

&xn,xD ~ 8XrP,x ~ 8xx,nD + 8XxD,v = ° (4-3*) 
where, 
gxx=l+R2

x + R2G2
x, g^^R^R^ + ^Q^Q^, (4.40,4.46) 

gxn = RtXRiV + R2G,x9iri, and D = R(R^Q>n-R>tie^) 

(4.4c,4.4d) 

Equations (4.3) are two coupled partial differential equations 

for R(x, £, i?) and 9(x, £, i). These equations were solved for 
flow through the circular-to-rectangular transition duct shown 
in Fig. 2. This duct is termed "AR410" in the family of tran­
sition ducts designed at NASA Lewis Research Center. The 
duct cross-section in the y-z plane is given by the super-ellipse 
equation, 

"(v) / \ n(x) 

+ lrr-r) =1 (4.5) 
a(x) b(x) 

where x is the spatial distance along the duct centerline, and 
y and z are the cross-stream cartesian coordinates. At the 
beginning of the transition a = 6 = r = 10.214 centimeters 
and n = 2. At the end of the transition a = 36 = 1.546r and 
n = 10. The length of the transition section is equal to 3.125/\ 
The variations of a, 6, and n with x are given in Davis (1991). 

Flow rate through the duct is set equal to 10. Due to sym­
metry the computations are carried out in the first quadrant. 
The stream surface ?/ = 0 is the surface 9 = 0 (x-y plane in 
Fig. 2), and r\ = 2.5 is the surface 6 = ir/2 (x-z surface in Fig. 
2). The stream surface £ = 0 is the centerline, and the stream 
surface £ = 10 is the duct wall. We label the grid along x, £> 
and 17 by i,j, and k, respectively. The computations are carried 
out using uniform grid spacings Ax, A£, and A?;. Equations 
(4.3) are finite differenced using center differencing at all the 
interior grid points and using three point formulas at the 
boundary grid points. The resulting non-linear finite difference 
equations are linearized by using Newton linearization and 
written in the form, 

aRUtk + b9iJtk = c. (4.6) 

Equation (4.5) also, after being transformed into polar cylin­
drical coordinates and Newton linearized, is written in the form 
(4.6). The algorithm to solve the finite difference equations is 
divided into two parts; (1) solutions ofR and 9 at the boundary 
surfaces and (2) solutions of R and 9 in the interior region. 
At the boundaries that form the stream surfaces (k = 1, k 
= ytmax, andy = j max) the appropriate stream surface equa­
tion (Eq.(4.6) for £ or 17) is solved in conjunction with the 
equation that describes the geometry of that surface. At the 
inlet R\j,k and 9 l j jA . are determined from the given inflow 
velocity distribution. Stream surface j = 1 is the centerline, 
Ri,2,k and 91,2,* are determined from the given inflow velocity 
distribution so that the flow rate through the stream surface 
j = 2 is equal to A£. For uniform inlet velocity distribution, 
assumed in the present computations, the stream surface j = 
2 is a circle with area equal to A£. Proceeding in the same 
way, the remaining RIJJand G^^are determined. At the exit 
boundary ;' = /max, R and 9 are calculated by setting their 
second derivatives with respect to x equal to zero. At all the 
interior grid points the two stream surface equations (Eq.(4.6) 
for £, and 17) are solved simultaneously fori?,j tkand 0,-,;,*. The 
surface and the interior solutions are carried out in tandem, 
iteratively. 

After (4.3) are solved for R and 9 , the streamwise velocity 
(speed), U, is calculated from the continuity Eq. (3.21), and 
then the pressure distribution from the Bernoulli's equation, 

P-Po 
1 

U1 

= 1 - ^ 5 = 1 -

pUl ui ' p2D2U2d 
(4.7) 

where p 0 and U0 are the values of pressure and velocity at the 
duct inlet, D and gxx were calculated from /?,-,;,*• and 9,^-^using 
central differencing on the interior grid points and three point 
differencing on the boundary grid points. The duct transition 
section extends from x/r = 1.0 to x/r = 4.125. Calculations 
were started at x/r = 0.4375 (x/r = 0 is the zero of the AR410 
geometric data given in Davis (1991)) and continued to x/r = 
4.75. Computations were carried out with /max = 70, y'max 
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X/ f 

z 
Fig. 2 Circular-to-rectangular transition duct 

= 15, and £max = 15. Further computational details are 
given in Greywall and Youssef (1992). 

The axial lines in Fig. 2 are the computed streamlines of the 
surface flow (the cross-stream lines were added to improve 
visualization of the duct shape). Computed shapes of various 
stream surfaces are given in Greywall and Youssef (1992). In 
Fig. 3 the solid line shows the computed cp along the center 
of the top wall (Fig. 2). The results are compared with the 
available experimental data of Davis (1991) and Reichert et 
al. (1991) for the AR410 transition duct. The pressure distri­
bution along the center of the top wall is the experimental data 
common to both sets of experiments. In these two experiments 
p0 and U0, used in the calculations of cp, were measured at 
different locations upstream of the transition. To make the 
comparison meaningful both sets of experimental cp data were 
shifted to get a starting match with the computed value of cp 
at the start of the transition (x/r = 1 in Fig. 3). Besides the 
obvious fact that we are comparing potential flow calculations 
with turbulent flow experimental data, the comparison is made 
more difficult by the fact that in both the experiments flow 
entered the transition section with a non-negligible boundary 
layer thickness (measurements of 8/r — .08 to 0.3 reported at 
locations upstream of the transition). As the flow proceeds 
along the duct the effects of viscous dissipation accumulate 
and as expected, and as seen from Fig. 3, the potential flow 
cp deviates more and more from the viscous flow cp. As an 
internal check on the algorithm, a mirror image of the duct 
was attached at the end of the circular-to-rectangular transition 
duct, so that the duct went back from rectangular to circular. 
The circles along the solid line in Fig. 3 show the mirror image 
of the computed cp along the rectangular-to-circular section 
of the extended duct. The two pressure distributions are in­
distinguishable. 

To conclude this section we present one special case of cir­
culating flows. For two-dimensional circulating flows in \-R 

XiX = Xii = RiV = 0, and XiV=l (4.8a) 
and we have from (3.8ft) and (3.8c) 

gxx = Rl + R2
x, gxi = RtXRti, and D=-RR^ (4.8ft) 

With the help of (4.8), (4.2) becomes, 
R2

iR,xx-2RtXRtiRiXi+(R2 + R2
x)Riii-RR2

i = 0 (4.9) 

Fig. 3 Comparison of the computed cp along the center of the top wall 
of the "AR410" duct (Fig. 2) with the experimental data of Davis (1991) 
and Reichert et al. (1991). The solid line represents the computed cp 

distribution along the "AR410" duct, and the circles along this line 
represent the mirror image of the computed cp along the mirror image 
of AR410. 

We note that the free line vortex given by 
R = const <?f (4.10) 

is a solution of Eq. (4.9). 

V Concluding Remarks 
A theory to compute three-dimensional flows using two 

stream functions is presented. Two commonly used steps for 
computing flow fields: (1) boundary fitted grid generation and 
(2) solution of Navier-Stokes equations on the generated grid, 
are combined into a single step. For three-dimensional flows 
there is yet no general theory to define two sets of intersecting 
stream surfaces to cover a given flow. In the present work, we 
have presented three different combinations, each consisting 
of two sets of intersecting stream surfaces, which cover many 
flows of practical interest. However, a general theory regarding 
the selection of two sets of intersecting stream surfaces to cover 
a given flow for the most efficient computation is needed. In 
the computation of flows with recirculating regions, zonal 
approach is optional when the velocity is used as the dependent 
variable. In the present approach the only way to compute 
such flows is to use circulating flow stream surfaces for the 
recirculating flow regions and plane or axial flow stream sur­
faces for the main flow and then try to match the solutions. 
Also, further work is needed to compute flows with a swirling 
inflow velocity distribution. 
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Prediction of Pressure Drop for 
Incompressible Flow Through 
Screens 
A new pressure loss correlation predicts flow through screens for the wire Reynolds 
number range of 10~4 to l(f using the conventional orthogonal porosity and a 
function of wire Reynolds number. The correlation is extended by the conventional 
cosine law to include flow that is not perpendicular to the screen. The importance 
of careful specification of wire diameter for accurate predictions of porosity is 
examined. The effective porosity is influenced by the shape of the woven wires, by 
any local damage, and by screen tension. 

Introduction 
The purpose of this paper is to propose a general correlation 

equation for pressure drop through woven wire and cloth 
screens for incompressible flow, for the wire Reynolds number 
range of 0.0001 < Rerf < 10,000, based on the average ap­
proach velocity, the wire diameter and the kinematic viscosity 
of the fluid (Rerf = U.d/v). Existing work reported over a 
period of more than 40 years by; Schubauer et al. (1948), Pinker 
and Herbert (1967), Tan-achitat et al. (1982), Groth and Jo­
hansson (1988), and Munson (1988) are used to create the new 
correlation. The discussion is extended to quantify errors pro­
duced by screen porosity variation due to manufacturing tol­
erances, local screen damage and variable tension created during 
installation. 

Existing Pressure Loss Correlations 
Pinker and Herbert (1967) examined in detail the then ex­

isting correlations for pressure drop through screens. Based 
upon compressible flow conditions, they noted that the effec­
tive open area of a screen must be somewhat greater than that 
obtained by the simple orthogonal procedure of subtracting 
the wire blockage from the area of each mesh spacing. Never­
theless, the orthogonal open area is traditionally used in pres­
sure drop correlations, where each pair of warp and weft wire 
has the area (\/m)2, and the orthogonal or projected open 
area is (\/m -d)2 (Fig. 1). The screen porosity is a more con­
venient and dimensionless parameter defined as the ratio of 
open to total mesh area which can be generalized for nonsquare 
weaves with mesh warp and weft spacings respectively of mu 
m2 and warp and weft wire diameters respectively of du d2 as, 

2 

"-d 
m 

-=(l-md)2=(l-mldl)(l-m2d2) (1) 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
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Fig. 1 Screen dimensions for an unequal number of warp and weft 
wires or threads 

Pinker and Herbert (1967) examined many previous attempts 
to separate the incompressible flow pressure drop coefficient 
(K0) defined for flow perpendicular to the screen in terms of 
the screen pressure drop AP and upstream velocity U as, 

AP = K0x0.5pU2 (2) 

They concluded that K0 could be separated into two inde­
pendent components, a screen porosity function G(a) and a 
function based on the wire Reynolds number/(Rerf). They 
examined four functions; (G](a) = (l -a) /a 2) (Weighardt, 
1953), (G2(a) = ( l - a 2 ) / a 2 ) (Annand, 1953), (G 3(a)=(l 
- ay/a2)) (Pinker and Herbert, 1967), and (G4(a) = (1 - av)/ 
a2,) (Grootenhuis, 1954), where a„ is a 'volumetric porosity' 
which permits skin friction losses to be computed for the total 
surface area of the warp and weft wires. They decided that 
G2(a) provided the best correlation of their data, as did Groth 
and Johansson (1988), Munson (1988), and this writer. How­
ever, some authors have reported their results using the Gi(a) 
porosity function, but this writer could not obtain as good 
predictions using this function, particularly for the work of 
Schubauer et al. (1948), of Groth and Johansson (1988), and 
of Munson (1988). 

Schubauer et al. (1948) extended their investigation for up­
stream flow angles other than perpendicular as defined by the 
approach angle 6(6 = 0 for perpendicular flow). They found 
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that the empirical correlation of pressure loss coefficient Ke 

versus approach angle was satisfactorily provided by plotting 
Ks/cos2(8) versus Rerfcos(0), for the rangeO<0<45 deg, where 
K0 = K0 if 8 = 0. Hence, the general expression for Ke is, 

Kg = cos dxG2(a) xf(Redxcosd) (3) 
Recently Munson (1988) has proposed a correlation of K0 

for fully developed laminar pipe flow from experimental data 
in the range of 0.0001 <Re r f< 3, as; 

/(Re«/) = 
4.75 

= Red 
(4) 

However, as shown below, this correlation significantly under 
predicts his Rerf> 1 data. 

For Red>800 Pinker and Herbert (1967) found that 
/(Rerf) = 0.54; while Groth and Johansson (1988) found that 
/(Red) = 0.45. The value of Groth and Johansson is in better 
agreement with all other data sources. Unfortunately, Pinker 
and Herbert located their flow measurement orifice plate only 
16 pipe diameters upstream of the screen test station, and duct 
Mach numbers of 0.1 <M r f<0.48 were examined. Also, an 
unsubstantiated graphical procedure was used to extrapolate 
their pressure loss data to Md-~0. 

Data Transcription 
Some tabulated pressure drop data were provided by Tan-

achitat et al. (1982) and by Groth and Johansson (1988). In 
addition, graphical data were provided by Schubauer et al. 
(1948), Pinker and Herbert (1967), Groth and Johansson (1988), 
and Munson (1988). All pressure drop versus Red graphs were 
photographically enlarged by a photocopier to permit manual 
scaling of the data points using a draughtsman's scale. Con­
siderable care and time were taken to reduce to a minimum 
any transcription errors due to scale reading and due to any 
local grid distortions created by the history of reproduction 
of each graph from the original to the enlarged current working 
copy. The estimated random error created by this writer in the 
process of transcribing the data points was determined by 
repeated independent readings obtained for randomly selected 
points at different times over a three week period. The range 
of errors was dependent upon the scale of the original graph 
and the location of the data points within each plot and was 
never greater than ± 1 percent. Similar errors may have oc­
curred during the construction of early manually prepared 
graphs. Hence, a doubling of all the transcription errors to 
±2 percent is realistic. 

General Form of the /(Red) Correlation 
The data of Schubauer et al. (1948) and Groth and Johansson 

(1988) were successfully correlated by the screen porosity func­
tion G2(a) and a three component function of wire Reynolds 
number and the approach flow angle (Eq. (3)). For flow normal 
to any screen /(Rerf) evolved through trial and error to the 
form, 

/(Red) = £- (I) + Cl 

Red log(Red+1.25) 
(II) + C3log(Red)(III) (5) 

where, Ci = 7.0, C2~0.9, C3 = 0.05 provided good agreement 
with the data. Term I is dominant for Rerf< 1 and is similar 
in form to that for drag of cylinders and friction loss in pipes. 
Term II is a blending function which is significant for 
0.1 <Re r f< 100. This term was made well behaved throughout 
the full range by the artifice of adding the constant of 1.25 to 
the wire Reynolds number. Term II is similar to the blending 
function adopted by Haaland (1983) for his explicit solution 
for pipe friction factor in turbulent pipe flow. Term III creates 
the required high Reynolds number nearly constant value for 
/(Red) that is observed in all of the data sets with Rerf>200. 

The final values for the constants of Eq. (5) were developed 
after considering the pipe flow screen data of Munson (1988). 

Upstream Parabolic Velocity Profile 
Munson (1988) examined pressure loss through four woven 

wire screens with equal warp and weft properties for the range 
0.0001 <Re d <3 .1 , for upstream fully developed laminar pipe 
flow. His findings can be converted to uniform velocity profile 
conditions by assuming that the pressure drop across each 
screen was not dependent upon radial position, and hence, 
was constant at each and every point of the screen. Second, 
it can be seen that Term I will dominate for the majority of 
Munson's data as shown by his recommended correlation (Eq. 
(4)). A local value for C\ (CUoc) can be obtained from the 
average value CiaVe = 4.75 recommended by Munson by con­
sidering the profile dependent flux of Momentum {aM) and of 
Kinetic Energy (aKE) (White, 1986). Thus, 

C l l o c • OSpUHUte'dA) AP-- Si Rerf 

C 
OKE0.5pUlve(Ua, •A) (6) 

*^-^d ave 

Substituting for Redioc = (t/iocc?)/y, and for Redave = (Uavt.d)/v 
and simplifying yields, 

1 
Ci in r , 

\ \ 
dA — CHOC^M— C\aveaK£ (7) 

A. J J \ tyave 

For laminar pipe flow oM= 1.333, and aKE = 2.Q (White, 1986), 
hence, 

2.0 
C, 

1.333 
-X4.74 = 7.125 (8) 

For uniform flow aM=aKE = 1.0 everywhere, and hence, 
C'iave = C'iioc = 7.125. Thus with C\ defined, the constants C2 

and C3 (Eq. (5)) were further refined. Also, the experimental 
data of Munson (1988) were adjusted to uniform velocity con­
ditions by the ratio aKE/aM= 1.5 and then were used to extend 
the uniform flow data range to Rerf—0.0001. 

General Incompressible Flow Correlation 
Term I can be specified for either laminar pipe flow or for 

uniform upstream conditions by introducing aKE and aM. Then 
Eq. (5) was refined through correlation of the uniform flow 
data of Schubauer et al. (1948), Groth and Johansson (1988), 
and the converted data of Munson (1988), to yield; 

KB •- cos20 x 

OM 7.125 
X ~ ~ T 

0.88 

°KE RerfCosfl log(Rerfcos0 + 1.25) 

+ O.O551og(Rerfcos0) (9) 

For incompressible turbulent flow in the power law velocity 
profile range of l/7th to l/9th, the correction of Term I for 
profile is 0.964 < aM/aKE<Q.911. Hence, the correction is prob­
ably not justified in view of the other error sources, such as 
the accurate determination of the pressure drop, velocity, fluid 
density, and screen porosity. 

Figure 2 shows the pipe data of Munson (1988) and the pipe 
form of the general correlation (aM= 1.333 and oKE= 2.000). 
The correlation predicts each data point to within the range 
of ±8 percent over the range 0.0001 <Re d <3 .1 , with an av­
erage error of +1.1 percent and a standard deviation of the 
errors of 5.8 percent. Munson employed four screens with 
0 .368<a< .653 and stated that "uncertainties in the final data 
were determined to be ±7 percent in A x (C\ ave) and ± 5 percent 
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Fig. 2 Correlation of the pipe data of Munson (1988) by r(Fted) 

in Re at 20:1 odds." Hence, the correlation of the data by Eq. 
(9) is within the combined experimental and transcription er­
rors. 

Figure 3 presents the seven screen tests of Groth and Jo­
hansson (1988) and the one uniform profile converted data 
pointof Munson (1988) that lies within the range 1 <Re d < 1000. 
No experimental error bounds are provided by Groth and 
Johansson. However, their reduced experimental data of/(Red) 
are correlated with an average error of - 0 . 2 percent and an 
average standard deviation of 3.2 percent. However the pre­
dictions screen by screen are poorer, ranging from -20 .0 per­
cent to +23.0 percent. The consistently high or low trends of 
certain screens can be explained by minor adjustments of screen 
porosity achieved by very small adjustments of warp and weft 
wire diameters described below. 

The experimental pressure drop coefficients (K0) of Tan-
achitat et al. (1982) were predicted with an average error of 
— 1.1 percent. The standard deviation of errors of 7.9 percent 
and the limits of - 9 . 5 percent to +10.9 percent were again 
within the expected ranges. 

Finally, predictions of Ke/cos26 for six of the ten screens 
tested by Schubauer et al. (1948) (Fig. 4) show very good 
apparent agreement but in fact screen A has a significant av­
erage prediction error of - 15.4 percent, and screen K has an 
average prediction error of +18.4 percent. However, on av­
erage the prediction error for the ten screens is only +2.5 
percent and the standard deviation of the errors is 3.8 percent. 
The large and consistent errors of screens A, D, and K are 
examined next. 

Quantification of Screen Porosity and G2(a) 

On average the correlation of pressure drop through screens 
for incompressible flow is within —1.1 to +2.5 percent, ( + 2.5 
percent (Schubauer et al., 1948); - 1.1 percent (Tan-achitat et 
al., 1982); - 0 . 2 percent (Groth and Johansson, 1988); and 
+ 1.1 percent (Munson, 1988)); and averaged over all four sets 
of data the error is +0.58 percent. Yet, large discrepancies 
exist for the average errors of individual screens. Usually, the 
mesh spacing can be defined to a much higher level of accuracy 
than the wire diameter since it is averaged over a measurement 
distance of say 20 to 50 mm. However, wires must be indi­
vidually measured, often as samples extracted from wire sal­
vage that have significant kinking created by the weaving 
process. Such wires have been measured for diameter by this 
writer using a micrometer to a precision of no better than 
±0.0125 mm (±0.00049 in). Thus, errors in the specification 
of screen porosity (Eq. (1)) and of G2{a) appear to be primarily 
due to wire diameter measurement errors. However, minor 

4 -

\ 

— f ( R e ) correlation 
• G&R Screen- 7 
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# Munson (uniform profile) 
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1000 

Fig. 3 Correlation of the uni form profi le data of Groth and Johansson 
(1988) by f(Re„) 

Pressure Loss Coefficient corrected for flow approach angle 

0 50 100 150 200 250 300 350 400 
Reynolds Number based on wire diameter and approach angle 

Fig. 4 Correlat ion of s o m e of the uniform profi le screen data of Schu­
bauer et al . (1948) for various values of 0 by K„ 

variations in wire spacing will influence the performance of 
the screen locally, and hence may create an unacceptable deg­
radation of downstream flow quality (Pinker and Herbert, 
1967), but the average pressure drop through the screen will 
be influenced very little for wire Reynolds numbers 
50 <Re d < 10,000. 

Examining the change in G2(a) with change in screen po­
rosity, and particularly for changes in wire diameter, the de­
rivative yields; 

A 

A ̂
A 

X 
- ^Mm$gmmHa B 

v'V$2vvK/«ve\aA»/»-ffl u * 
i i i i 

— Prediction 
a 0 Degree Data 
» 15 Degree Data 
A 30 Degree Data 
v 45 Degree Data 

c 

I I ! " 

dG2(a)=-2a~3da (10) 

The percentage change of G2(«) for Aa is the most useful 
expression for the effect of wire and mesh errors; and as a 
first approximation attributing all screen dimensional errors 
to the wire diameter error Ad yields, 

-3 / 
% error G2(a)-

AG2(a) 
1 G2(a) 

X100 = 
-200a~iAa 

1-a 2 

. . . mAd 
+ 400-Q3 .... 2.5 (11) 

a - a 

As expected, the percentage error increases with increasing m, 
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Fig. 5 Improved correlation of K, of Screens A and D of Schubauer et 
al. (1948) by porosity adjustment 

the wires per mm (per in.), due to the accumulative error of 
any measurement inaccuracy Ad. Also, the porosity has a slight 
effect upon the percentage error. Fine mesh screens (m> 1.25/ 
mm) present a serious potential error and should not be spec­
ified for precision application such as wind tunnels without 
first achieving a significant reduction of the measurement error 
Ad. 

All screens, with the exception of Screens, A, D, and K of 
Schubauer et al. (1948), are correlated within expected error 
bounds of ± 10 percent. Furthermore, Screens G and H are 
from the same roll of woven wire cloth; yet, Screen G prediction 
has an average error of +1.0 percent, while Screen G has an 
average error of - 8 percent. The investigators noted that these 
screens were "not of precision manufacture." For screen A, 
a decrease of screen porosity of -3.0 percent reduces the 
average prediction error of Screen A from - 15.4 to 0.0 percent 
(Fig. 5). This screen is very porous (m = 0.157/mm (4/in.), 
rf = 0984 mm (0.025 in.) and it is possible that the effective 
porosity is reduced by the weave process and possible post 
rolling of the screen. Screen D is also very well correlated by 
reducing the wire diameter from 0.178 to 0.165 mm (0.007 to 
0.0065 in.) (Fig. 5) for a reduction in average prediction error 
from +16.3 to -0.20 percent. Finally, Screen K, the 2.91 
thread/mm (74/in.) "abnormal" bolting cloth has an average 
prediction error that is reduced from 18.4 to 0.0 percent by 
reducing the thread diameter from 0.127 mm to 0.119 mm 
(from 0.005 to 0.0047 in.) (Fig. 6). 

These observations show the importance of accurately de­
termining the warp and weft wire or thread diameters of a 
screen to an accuracy sufficient to permit an acceptable level 
of prediction of the pressure drop coefficient. Typically, a 
coefficient accuracy of ± 10 percent requires some sampling 
and careful measurement of wire diameter, while an accuracy 
of ± 5 percent or better will probably require the use of optical 
measurement procedures and adequate sampling of the warp 
and weft wires or threads. 

The effect of dirt buildup on screens can be quantified by 
Eq. (11). Closely spaced wire meshes exhibit the greatest sen- • 
sitivity to dirt for any specified porosity. For applications with 
limited opportunity for thorough wire cleaning, it may well be 
desirable to increase mesh spacing and wire diameter to de­
crease the dirt induced + AG2(a) that will occur between the 
periods of maintenance. 
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Fig. 6 Improved K„ correlation of Screen K of Schubauer (1948) by 
adjustment of wire diameter 

An unsuccessful screen repair by East (1972) is certainly 
related to these findings. He used a piece of "identical" screen 
with each wire of the patch carefully end welded to the screen. 
Even so, the downstream velocity profiles clearly showed the 
patch location and in his case exhibited a significant flow 
retardation. He concluded that variations in screen tension at 
the patch and a possible difference in wire diameter between 
patch and screen were significant factors. 

Finally, for a sensitive application such as a wind tunnel, a 
screen should be constructed from sequential pieces from a 
single roll of stock that has been carefully examined for free­
dom from local damage, variations in wire shape, and that 
has an acceptably small variation in warp and weft wire di­
ameters. 
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Partial Cavities: Global Behavior 
and Mean Pressure Distribution 
The results of an experimental work concerning the behavior of flows with partial 
cavities are presented. The tests were carried out using a plano-convex foil placed 
in the free surface channel of the I.M.G. Hydrodynamic Tunnel. The experimental 
conditions concerning ambient pressure, water velocity, and body size were such 
that various and realistic kinds of flows could be realized. The main flow regimes 
are described and correlated to the values of foil incidence and cavitation parameter. 
Attention is paid to the shedding of large vapor pockets into the cavity wake and 
its possible periodic character. Aside from classical consideration to the cavity length 
and shedding frequency in the periodic regime, results concerning the wall pressure 
distribution in the rear part of the cavity are given. They lead to distinguish thin, 
stable, and closed cavities from the thick ones in which the reentrant jet plays a 
dominant role for the shedding of vortical structures and the flow unsteadiness. 

1 Introduction 
From a number of years the cavitating flow regime has 

become more and more accepted in hydraulic manufacturing, 
for example for first stage inducers of pumps used either in 
common industrial situation or in more advanced technology. 
Such an evolution in the industrial viewpoint involves that 
cavitation is taken in account from the first stage of the ma­
chine design. In particular, it requires that cavitating flows can 
be modeled in order to make possible the performance predic­
tion for machines at off-design points together with the estimate 
of cavitation erosion risk. That requirement is still far from 
being fulfilled at the present time. For example, it is known 
(Furuya, 1980; Yamaguchi and Kato, 1983; Ito, 1986; Lemon-
nier and Rowe, 1988) that modeling of partial, steady cavities 
is not simple: due to the inverse character of the flow repre­
sentation in the vicinity of the cavity and its wake, several 
numerical solutions can be built inside the framework of po­
tential theory, each one depending on the particular boundary 
conditions which are adopted in that region. An additional 
difficulty arises from the open or closed character of the cavity 
wake which results in variations of the drag coefficient. Thus, 
in the simple case of two-dimensional flow around a partially 
cavitating hydrofoil, it happens that the prediction of global 
parameters such as cavity length and forces coefficients, given 
the wall geometry and the cavitation number, is not always 
possible. As regards the risk of erosion, only little is known on 
the flow agressivity and its link with the mean flow regime. 

We present here the results of an experimental study (Le 
Q.,1989) intended to increase the available information on the 
basic two-dimensional partially cavitating flows which can be 
encountered on most blades of hydraulic rotating machinery. 
The present paper is concerned with the global behavior and 
the mean aspects of the flow, especially in the cavity closure 
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region, while the results of pressure peak measurements are 
the subject of a second paper in the same issue of the Journal. 
It is believed that such results can be used as a guide for the 
choice of a flow model and the estimate of damage potential. 

Partial cavities are described with some details in the text­
book by Knapp et al. (1970) which emphasizes the cyclic regime 
with shedding of large vapor structures at the rear of the cavity. 
The same viewpoint is adopted by Lush and Peters (1982) for 
cavities attached at the throat of a converging-diverging duct. 
For those authors, the shedding is due to the development of 
an instability at the cavity interface, whereas for Furness and 
Hutton (1975) the leading mechanism is reentrant jet. A de­
tailed study of large vapor structures shedding, using laser 
anemometry and conditional sampling, was presented by Ku-
bota et al. (1987). The same technique was used by Avellan 
and Dupont (1988) in order to describe the velocity field in 
the vicinity of rather short and stable partial cavities at high 
Reynolds number. Nguyen The (1986) established that meas­
urements of wall mean pressure in the case of cavitating flows 
were feasible with ordinary devices; he gave a detailed de­
scription of the cyclic regime and found an almost constant 
value for the Strouhal number based on the cavity length. 

In the present work, we classify the different cavitating re­
gimes which appear at the upper side of a plane-convex hy­
drofoil according to the values of both cavitation number and 
angle of attack. Special attention is paid to the following topics: 
cavity length, shedding frequency, and mean pressure profile 
at the rear of the cavity. The Reynolds number is between 1 
and 2.4 million so that the configuration is expected to be 
significant for most industrial situations. 

2 Experimental Setup 
The Hydrodynamic Tunnel is described by Brianqon-Mar-

jollet and Michel (1990). The foil was placed in the second test 
section (depth 40 cm, width 12 cm) at a submersion depth of 
20 cm under the free surface. Its upper side is plane and its 
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transducer output signal did not show any appreciable vari­
ation when water or air were present in the pipe. 

Then the measurements can be repeated without any ap­
preciable variation. Fifteen holes were drilled on the rotating 
plate at abscissae differing by 3 mm in order to obtain the 
pressure profiles. 

lower side circular (radius 26 cm) with a maximum thickness 
of 2 cm. The leading edge is rounded with a radius of 1 mm 
so that the chord is about 196 mm. A circular plate on which 
pressure holes or pressure transducers are implanted can be 
rotated at the foil upper side (Fig. 1). It allows us to make 
measurements in the region of the cavity closure at abscissae 
between 54 and 138 mm as counted from the leading edge. 

Most of the tests were made with water velocities of 5 and 
10 m/s to which correspond Reynolds numbers of about 106 

and 2.106, respectively. The value of the cavitation number au 

could be then established in the range 0.05-1.3. Partial cavities 
on the foil upper side were obtained by varying the angle of 
attack between - 6 and +8 deg. As seen on Fig. 3, developed 
cavities were also present near the trailing edge at the foil lower 
side. They could be accompanied by transient explosive bub­
bles: the rough foil shape results in pressure coefficients of 
about - 1 which are sufficient to activate air nuclei with critical 
pressure lower than - 20,000 Pa. In the present paper however 
the main interest is focused to upper side cavities. Measuring 
the local mean pressure along the cavity closure region is not 
an obvious task. After some attempts it appeared that the 
classical method using pressure holes (1.5 mm in diameter) can 
be adopted if holes are followed by short pipes and a chamber 
where static pressure is measured by a pressure transducer (see 
Fig. 2), even though some bubbles are present into the tubes. 
The errors resulting from differences in the water column height 
can be reduced to a negligible value if all the measuring line 
is placed at the same altitude. That was systematically checked 
by injecting a small amount of air in the measuring line: the 

3 Global Behavior of Partial Cavities 

3.1 Cavitation Patterns. Figure 3 shows the main cavi­
tation patterns with reference to the values of the incidence a 
and the cavitation number a„, the Reynolds number Re being 
close to 2.106 (for other values of Re, the results are not sig­
nificantly modified). The domain of interest is between the 
curves / = 0 and / = c (/ is the cavity length at the foil upper 
side as measured under natural light, c is the chord). Those 
curves are relative to incipient cavitation and supercavitation, 
respectively. The curves of equal relative cavity thickness e/c 
are also shown. The shedding of large vapor structures cor­
responds to e/l greater than 0.05 approximately. On the con­
trary, periodical shedding is limited to the shaded area. Thus 
it is visible that shedding is not necessarily cyclic. On Fig. 3, 
the direction of increasing frequency for variable incidence or 
variable pressure is indicated by two narrow triangles: as ex­
pected, the frequency decreases when / is increased. 

When varying both parameters a and <r„ we can keep / con­
stant and observe the subsequent variations of the thickness 
e: such variations can be seen on Fig. 4 for / = 72 mm or / / 
c = 0.37. 

3.2 Cavity Length. The relation between the cavity length 
and the cavitation number, either for partial or super cavities, 
is presented in Fig. 5. 

For cavities with shedding of vapor structures, the maximum 
length is concerned. In the region of large cavity lengths, above 
70 to 100 mm, the slope of curves is large, particularly for the 
small av: then large variations of the flow geometry are com-

c = 
e = 
f = 
h = 
/ = 

foil chord 
cavity thickness 
shedding frequency 
foil submersion depth 
cavity length 

Pa = 

Pv = 
U = 
a = 

H = 

pressure at the channel free 
surface 
vapor pressure 
channel water velocity 
foil incidence 
water viscosity 

P 
Re 
°v 

water density 
pcU/ji: Reynolds number 
2[/>o + Pgh - PvVpU1: cavita­
tion parameter 
2[p - (A, + Pgh)]/PU2: pres­
sure coefficient 

244/Vol . 115, JUNE 1993 Transactions of the AS ME 

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 4 

0 .8 o v 1.6 

Cavity thickness versus cavitation number (/ = 72 mm) 

* 
9 

b 

D 

O 

t> 

& 
m 

av 

.2 

.3 

.4 

.5 

.6 

.7 

.8 

.9 

a i 

-5.8 
-4.6 

-3.2 
-2.4 

-1.7 

-1.1 
-0.82 

-0.67 

a„/(a-a|) (deg."1) 

Fig. 6 Cavity length versus nondimensional parameter oJ(a - «,-) 

2 .4 .6 .8 dv 1-

Fig. 5 Cavity length versus cavitation number 

patible with small changes in the pressure gradient. That fact 
is favorable to appearance of flow unsteadiness. 

All the experimental points collapse well enough around a 
unique curve (see Fig. 6) if l/c is represented versus the non-
dimensional parameter: av/[a - a,-(a„)], where otj(ov) corre­
sponds to the curve / = 0 in Fig. 3. Recall the parameter a J 
a is introduced by the linearized theory which considers that 
for a slender body the cavitation number is proportional to 
the angle of attack at a constant cavity length. Here the in­
cidence is corrected by its value at cavitation inception. 

Experimental results concerning the relation between the 
cavity length and the relative cavity under pressure are currently 
used to support model results. It must be noted here that the 
parameter Hav does not always represent the correct value of 
the cavity under pressure. Thus results of Figs. 5 and 6 have 
to be used with consideration to the parameter Aa which will 
be introduced in Fig. 13. 

3.3 Periodic Shedding. By means of high speed films the 
kinematics of shedding over a period can be observed (Fig. 7). 
In the most regular cases, the attached cavity grows during 
about two thirds of the period while the vapor pocket released 
at the initial instant near the leading edge is conveyed down­
stream. It explodes firstly as described by Kubota et al. (1987), 
and then collapses at time t = 2T/3. At this instant the reen­
trant jet starts to flow upwards. An important point is that 
the new vapor structure is shed into the wake at the instant 
when the reentrant jet reaches the vicinity of the leading edge. 

Indeed, as the cavity inside cannot be seen, the existence of 
reentrant jet is not obvious. In a first step it was inferred from 
perturbations of the cavity surface travelling against the main 
flow at a speed almost equal to U with U = 10 m/s, i.e., at 
a relative velocity not far from 20 m/s: such a value cannot 
be easily understood unless motion of subjacent material par­
ticles is called for. In a second step, water colored with fluo­
rescein was injected into the cavity through a pressure hole at 

Fig. 7 Periodic shedding mechanism 

the abscissa x = 84 mm, the maximum cavity length being 90 
mm and the incidence 4, 5 deg. 

Then it became clear that cyclic reentrant jet was present 
since colored water could be seen near the leading edge at some 
instants of the period and only around the vapor pocket shed 
into the wake at other instants. 

The Strouhal number S = fl/U, where / is the shedding 
frequency measured under stoboscopic light, is found to be 
almost constant, its value turning around 0.28, as shown on 
Fig. 8. That fact tends to confirm the role of the reentrant jet 
in the shedding of vapor structures. Let fiU the reentrant jet 
velocity and I/13U the time required to cover the cavity length. 
This time is approximately equal to T/3 (see Fig. 7) so that 
we can estimate the S-value by S = /3/3 which gives 0.3 for j3 
= 0.9. In general the /3-value decreases with the cavity thickness 
and for the thinner cavities the reentrant jet does no longer 
reach the leading edge: both effects contribute to keep nearly 
constant the Strouhal number. 

Potential flows of inviscid fluids with free surfaces exhibit 
reentrant jet as a typical feature (e.g., Efros, 1946, Gilbarg 
and Serrin, 1950). More, as discussed by Benjamin and Ellis 
(1966), the reentrant jet, when reaching an opposite free sur­
face, results in the formation of a doubly connected liquid 
domain which makes possible the appearance of new circu­
lation. Thus, reentrant jet contributes to the shedding of cir­
culation into the cavity wake together with other mechanisms 
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related to the actual viscous behavior of the liquid (Franc and 
Michel, 1985; Avellan and Dupont, 1988). That contribution 
can be easily estimated: as shown in Fig. 7, when a vapor 
pocket is shed downstream, it rolls as a vortical structure and 
ultimately is transformed in a rough horseshoe vortex before 
collapsing. The circulation around each vapor pocket is esti­
mated as Y(V1 +<JV + &) I U where 7/ is the part of the cavity 
length covered by the reentrant jet. Thus the production rate 
of circulation is approximately y(yl + av + 0)SU2. The coef­
ficient of U2 is about 0.6 for the thick partial cavities having 
a well formed reentrant jet; it becomes smaller when the cavity 
is thinner. 

The case of large vapor pockets shed without any periodicity 
was observed but not studied in a detailed way. There is no 
phase regulator in that case but reentrant jet probably is still 
responsible of pocket shedding. If this conjecture is correct, 
the characteristic time of shedding can still be estimated by an 
expression such as yl/pU. 

3.4 Mean Pressure in the Cavity Closure Region. Figures 
9,10, and 11 show the pressure distributions which are obtained 
for three values of the cavitation number, respectively, .056, 
.55, and .81. In each case the different cavity lengths corre­
spond to varying angles of attack. An overpressure is seen near 
the cavity end for the smallest value of <7„. It disappears pro­
gressively when <T„ increases. Roughly speaking, the overpres­
sure corresponds to the thin, stable cavities while cavities with 
large vapor pockets shedding don't present the pressure max­
imum. Both kinds of cavities can be called closed and open, 
respectively. The disappearance of the overpressure can be 
attributed either to the motion of the cavity closure or to pure 
unsteady effects. 

Fig. 10 Pressure coefficient distribution for <rv = 0.55 and V = 10 m/s 

60 30 100 

Fig. 11 Pressure coefficient distribution for av 

x(mm) 

0.81 and V = 10 m/s 

<JV-1.36 

a = 6 deg 

Fig. 12 Influence of partial cavitation pattern on pressure coefficient 
distribution at constant cavity length (/ = 72 mm) 

The evolution of the pressure distribution when av changes, 
the cavity length keeping the same value 72 mm, is shown on 
Fig. 12. For a„ = 1.36, it is more cavitation in the separated 
shear layer than a true cavity, but the pressure distribution 
seems to be in continuity with other cases: the cavity oscillation, 
with emission of vaporous vortical structures, finally leads to 
the structure of open recirculation zone. 

In Figs. 9 to 12, we can observe firstly that the pressure 
coefficient is not always constant in the region corresponding 
to the cavity. Secondly, when it is constant, its value Cpc is 
not necessarily equal to the expected value - am the difference 
becoming larger for the open cavities. That is due to the pres­
ence of water in front of the pressure hole at some instants of 
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the cycle. Then, in order to describe more precisely the cavity 
and its wake, it becomes useful to consider the following quan­
tities: 
9 Ic, the length corresponding to a constant value of the pres­
sure coefficient 
• A/, the difference between the abscissa of the maximum 
pressure coefficient and Ic 
• ACT, the difference Cpc + av 
• ACp, the difference between the maximum value of Cp in 
the near wake of the cavity and Cpc 

Figure 13 shows the variations of ACT versus the cavitation 
number av for several values of the cavity length. The difference 
ACT can reach the value 0.2. 

In Fig. 14 are presented the ratios / c/l and A/// versus I Cpc I. 
The first ratio decreases and the second one increases as I Cpc I 
becomes larger, i.e., the cavity becomes more and more open. 
At the same time, the difference ACp also increases as shown 
in Fig. 15, although the pressure maximum is removed far 
from the cavity closure. 

4 Concluding Remarks 
The closed or open character of the cavity end, which is 

particularly visible on pressure distributions, seems to be con­
nected to the behavior of the reentrant jet and thus to the 
cavity thickness. In case of thick cavities, the jet can go against 
the main flow over a significant part of the cavity length and 

contribute to the detachment of a large vapor pocket. Con-
trarily, this counterflow is not possible in case of thin cavities 
firstly because the jet momentum is very small and secondly 
because the space available for its motion is narrow: friction 
between adjacent layers prevents a large development of the 
jet. This one is confined to a small region near the cavity closure 
and flow unsteadiness does not spread far from there. 

The reentrant jet is associated to the production of vorticity: 
in case of periodic cavities, the shedding rate of circulation by 
that mechanism can be estimated. 

From the viewpoint of modeling, the closed or open cavities 
correspond to different boundary conditions (Lemonnier and 
Rowe, 1988; Favre, 1988; Yamaguchi and Kato, 1989). It is 
known that closed models give rise to a maximum of the pres­
sure coefficient near the cavity end. For example, such a model 
was used by the first author (Le, 1989) in order to adjust some 
model free parameters with reference to the experimental val­
ues of A/ and ACp. More generally, the present results tend 
to restrict the field of application of closed models to steady 
flow around stable, thin cavities whereas a model taking the 
flow unsteadiness in account will be more appropriate for open 
cavities. 

Uncertainties 
The errors on the parameters V, a, av, p0, Re, which define 

the experimental conditions, can be considered small. For ex­
ample, Aa = .1 deg, AV = .03 m/s, AV/V = .3 percent for 
V = 10 m/s. Taking the error on the pressure in account, we 
find Aajav of the order one percent. 

The precision on frequency is good also (error less than 1 
percent) when the periodic regime is well established. For other 
parameters (cavity lengths / and Ic, cavity thickness e, pressure 
coefficient Cp), the errors depend on the cavitating regimes: 
smaller for closed, stable cavities, larger for open cavities. The 
range of uncertainties is then between 2 and 10 percent. 
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Partial Cavities: Pressure Pulse 
Distribution Around Cavity 
Closure1 

Pressure pulse height spectra (PPHS) are measured in the case of partial cavitation 
attached to the leading edge of a hydrofoil. It is shown that the distributions of 
pressure pulses around cavity closure may significantly differ according to the type 
of cavity. In the case of a thin, well-closed and stable cavity, the pressure pulse 
distributions exhibit a strong maximum centered on the visible cavity termination. 
As the cavity becomes thicker and increasingly open and unsteady, the pressure 
pulse distribution widens. In the limit case of a cavity periodically shedding bubble 
clusters, no definite maximum in the pressure pulse distribution is observed. In 
addition, scaling of pressure pulse height spectra is approached from measurements 
at two different velocities. It is shown that the pressure pulse height spectra can be 
correctly transposed from a velocity to another one from two basic scaling rules 
concerning pulse heights and production rates of bubbles. 

1 Introduction 
A cavitating flow produces generally a large number of vapor 

structures as bubbles or small-scale hollow vortices that are 
convected downstream. When they reach high pressure zones, 
they collapse and can cause erosion to the solid walls. If close 
enough to the wall, the collapsing structures induce pressure 
pulses on its surface. Then the erosion capability of the whole 
cavitating flow can be characterized by a pressure pulse height 
spectrum (PPHS). PPHS is defined at any location on the wall 
and generally differs from a location to another one. 

PPHS can be considered as a measure of the aggressiveness 
of a cavitating flow; it is purely hydrodynamic characteristic 
if the interaction between the fluid and the material (or the 
transducer sensitive part) can be neglected. This interaction is 
measured by the ratio of the acoustic impedances (pc)|iquicl/ 
(pc)S0Yii. In the case of water and stainless steel, it is smaller 
than 4 percent: the backward motion of the wall under the 
action of a pressure impact does not damp significantly the 
liquid overpressure and so does not alter PPHS. This difficulty 
on principle will appear of minor importance with respect to 
other measuring difficulties which will be discussed later on. 

Once the erosion capability of a cavitating flow has been 
determined, the problem is to estimate the damage (in terms 
of pitting rate, mass loss . . . ) caused on the material by the 
given PPHS. The simplest approach consists in characterizing 
the material by a threshold (see for instance Hammitt, 1979 
or Lecoffre et al., 1985): the collapse of a vapor structure 
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produces a permanent pit only if the height of the associated 
pressure pulse exceeds the material threshold. More sophisti­
cated models taking into account mechanical and metallurgical 
properties of the material can be used (Karimi and Leo, 1987; 
Franc et al., 1991). 

The experimental determination of PPHS raises a few basic 
difficulties. First, the pressure transducer must have a very 
high natural frequency to reproduce as reliably as possible the 
sudden rise in pressure of duration of a few /xs or less. If not, 
the signal height is underestimated. Second, the sensitive sur­
face must be very small and in theory smaller than the size of 
the impacted area, to avoid once more an underestimation of 
the pulse height. If not, the measured pressure is actually the 
equivalent mean pressure which would give the same output 
if it were uniformly applied to the whole sensitive surface. A 
simple way to get a first estimate of the actual pulse height is 
to consider a pulse height amplification factor equal to the 
ratio of the sensitive surface area to the mean area of erosion 
pits. Such an estimation is presented in Section 4. Finally, the 
transducer must obviously be sufficiently resistant not to be 
damaged. 

Though all these requirements cannot always be fulfilled, 
several investigators carried out measurements of PPHS and 
interesting results have been obtained. De and Hammitt (1982) 
measured PPHS in a cavitating venturi in order to correlate 
the acoustic power derived from PPHS with the cavitation 
damage rate. Fry (1989) developed an analogue pulse height 
analyzer to investigate PPHS on two cavitation sources: a 
wedge and a circular cylinder. Fry shows that it is possible to 
find a height threshold where the noise ratio for the two sources 
matches their erosion ratio. Iwai et al. (1991) used PPHS 
measurements to explain the progression of the erosion in a 
vibratory device. 
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The present study is devoted to the measurement of PPHS 
in the case of a partial cavity attached to the leading edge of 
a foil for which we know that there is generally a maximum 
of erosion in the cavity closure region. The flow configuration 
is described in another paper (Le et al., 1992) in the same issue 
of the Journal which presents in detail the different cavity 
patterns and the corresponding mean pressure distributions. 
In the present paper, we analyze how PPHS changes along the 
hydrofoil in relation to the global behavior of the cavity. In 
addition, the problem of scaling PPHS is approached from 
measurements at two different velocities. 

2 Experimental Conditions 
The experimental setup has been described by Le et al. (1992). 

The tests were carried out in the hydrodynamic tunnel of the 
"Institute of Mechanics of Grenoble" (France) on the foil 
section presented in Fig. 1. The flat upperside was chosen for 
an easy mounting of the pressure transducers. Nine identical 
pressure transducers were mounted. They are held on a circular 
plate which can be rotated to change the location of the meas­
uring points. In particular, all transducers can be set at the 
same abscissa in order to compare their response and proceed 
to an in-situ relative calibration (see Section 3). 

The transducers are made of piezoelectric ceramic disks 
whose main characteristics are: 
—thickness: 1 mm 
—diameter: 0.9 mm 
—natural frequency: 1.7 MHz 
—sensitivity: 20 V/MPa. 

The sensitivity and natural frequency given above are relative 
to the primary ceramic without its protecting coating. A com­
plementary calibration is needed to determine the actual sen­
sitivity of the final transducer3. 

The signal processing consists in transforming the pressure 
pulses into square pulses whose height is equal to the maximum 
height of the pressure pulse and whose duration can be adjusted 
from 1 to 20 /^s. It is chosen so that further oscillations of the 
signal which are not due to a collapse but to unwanted internal 
oscillations do not trigger a false pulse. Then an adjustable 
threshold is imposed before counting. The counting time was 
generally chosen equal to 100 seconds. 

3 Dynamic Calibration 
A dynamic calibration suitable to the analysis of cavitation 

pressure pulses needs to be carried out on a calibrated pressure 
solicitation of low rise time and high amplitude comparable 
with the ones due to the collapse of a bubble, say a few hundred 
of MPa for a time of the order of the microsecond. At the 
present time, we are developing a special calibration device 
which should allow to get near these orders of magnitude, but 
it is not yet available. The only dynamic calibration which was 
carried out for the present study was relative to low frequencies 
(< 1 kHz) and low amplitudes (see Nguyen The et al., 1987). 
It gave a sensitivity from 0.5 to 1.5 V/MPa, slightly variable 
from one transducer to another one. The value of 1 V/MPa 
can be used as an order of magnitude to convert Volts into 
MPa. We must be fully aware that such a procedure leads to 
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Fig. 1 Sketch of the foil 
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3At the present time, we use piezoelectric films to build pressure transducers.' 
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Fig. 2 In-situ relative calibration of 5 pressure transducers 

a very crude estimate of pressure pulse amplitudes. Though 
actual amplitudes are of great importance for a further pre­
diction of cavitation erosion, it is not the central part of this 
paper which is devoted to a relative comparison of histograms. 

In view of the difficulties to make an accurate absolute 
dynamic calibration at high frequency and high amplitude, we 
decided to make an in-situ relative dynamic calibration. This 
is realized by turning the circular plate (see Fig. 1) so that the 
nine pressure transducers are at the same abscissa. For this 
configuration and for given test conditions (angle of attack, 
velocity and cavitation number), a PPHS is measured by each 
transducer. The comparison of the different PPHS allowed us 
to compare the responses of the different transducers. This 
operation was performed under various test conditions. A typ­
ical example is given in Fig. 2. It corresponds to five pressure 

Nomenclature 

c = density of vapor structures 
(structures/cm3) 

/ = shedding frequency (Hz) 
H = pulse height 

/ = cavity length 
N = pulse rate (pulses/s) 
h = pulse rate per unit surface area 

(pulses/mmVs) 

a. = angle of attack (deg) 
cr„ = cavitation parameter 
V = flow velocity 
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Reynolds number : 2,000,000 
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Angle of attack : -5.33 deg 
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3 o, 

Reynolds number: 2,000,000 
Cavitation number : 0.81 ' 
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Fig. 3 Pressure pulse height spectra at different abscissa (cavitation 
number: 0.076) 

pulse height (V) 

Fig. 5 Pressure pulse height spectra at different abscissa (cavitation 
number: 0.81) 

x (mm) 

Fig. 4 Pressure pulse distribution around cavity closure for different 
height thresholds 

transducers over the nine which are mounted. We observe that 
the five accumulative spectra can be superimposed with a good 
enough precision so that we can suppose that all pressure 
transducers have the same response. The differences which are 
observed from a transducer to another one may be due to 
differences in sensitivity but also to a possible default in bi-
dimensionality even if the cavity globally looks very bidimen-
sional. It results from all the in-situ relative calibrations which 
were performed that PPHS are known within a maximum 
uncertainty of the order of ±50 percent. As spectra generally 
extend over 4 decades (or even more), this uncertainty in log­

arithmic coordinates represents only 12 percent (or less) of the 
total measuring scale. 

4 Pressure Pulse Distribution 
Pulse rates given in the present paper correspond to the total 

number of pulses recorded on the 0.64 mm2 sensitive surface 
area of the transducers; PPHS refer here to accumulative data 
i.e., the ordinate corresponds to the frequency of pulses whose 
height is greater than a variable threshold given in abscissca. 

We present here measurements of PPHS for different op­
erating conditions corresponding to different types of partial 
cavities. Figures 3 and 4 are relative to a low value of the 
cavitation number (<J„ = 0.076) for which the leading edge 
cavity is thin, well-closed and very stable; the cavity termi­
nation fluctuates only on about 3 mm. Figure 5 presents PPHS 
in the case of a cavity which periodically sheds large clouds 
of vapor structures (a„ = 0.81). 

When comparing PPHS of Figs. 3 and 5, it clearly appears 
that cloud cavitation is much more aggressive than a stable 
cavity, even at its termination which is the point of maximum 
aggressiveness. First, pressure pulse heights are much higher; 
for av = 0.81, the maximum measured pulse height is 7 V 
whereas it is only 2 V for CT„ = 0.076. Secondly, pulse rates 
are also higher; at given amplitudes of 1 V and 2 V, we counted, 
respectively: 

—for <7„ = 0.076: 0.62 and 0.02 pulses/s. 
—for cr„ = 0.81: 7.51 and 2.43 pulses/s. 

There is a ratio of 12 and 120, respectively, in pulse rates 
between the case of cloud cavitation and the case of a stable 
cavity. Our measurements confirm the well-known fact that, 
from an erosion view point, cloud cavitation is much more 
severe than a stable cavity. Moreover, they show that PPHS 
can be considered as a quantitative measure of the erosion 
capability of a cavitating flow. 

To go further into the quantification of aggressiveness, it is 
necessary to convert the values of pulse height in pressure units. 
If we suppose that pressure pulses result from an impact on 
a surface of mean characteristic size of the order of 100 fim 
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(see for instance Belahadji et al., 1991), the amplification factor 
due to the difference between the transducer sensitive area and 
the impacted area is 81. If, in addition we consider a sensitivity 
coefficient of the order of lV/MPa as it results from prelim­
inary calibration, pulse heights of 2V and 7V would correspond 
to pressure amplitudes of 160 MPa and 560 MPa. These values 
have to be compared to the elastic and rupture limits of the 
316 L stainless steel presently used which are respectively 500 
MPa and 650 MPa. These very rough estimates are in agree­
ment with the fact that no erosion is observed on the foil at 
the velocity of 10 m/s considered here. However, the maximum 
overpressure in the case of cloud cavitation appears close to 
the material limits; then it can be conjectured that a moderate 
increase in aggressiveness (due to an increase in velocity or in 
some cases to unsteadiness) could cause pitting of the foil. 
Actually, pitting has been observed in the case of an oscillating 
stainless-steel hydrofoil whereas the flow velocity never ex­
ceeded 8 m/s (Franc and Michel, 1988). Then the present 
estimates of pressure pulse amplitudes seem reasonable with 
respect to our own experience. Nevertheless, they have to be 
considered with care as the method of conversion of pulse 
height into pressure amplitude (including calibration) needs 
further developments. It is one of our objectives. 

In the case of a very steady cavity termination (i.e., at low 
cavitation number), pulse rate is maximum at cavity closure. 
Whereas the maximum in the mean pressure distribution occurs 
somewhat downstream of the observed point of cavity closure 
(see Le et al., 1992, Fig. 9), the maximum in pulse rate dis­
tribution is exactly centered on this point. The width of the 
pressure pulse distribution is greater than the apparent width 
of the region in which the cavity termination fluctuates. In 
particular, pulses have been recorded upstream the cavity ter­
mination point, in a zone which is always covered by the cavity. 
Downstream, pulses are due to the collapse of vapor structures 
which are not visible to the naked eye. 

The influence of the cavitation number on the pressure pulse 
distribution is shown in Fig. 6. The cavity length is kept con­
stant which needs to increase the angle of attack when the 
cavitation number is increased. By cavity length we mean the 
maximum length of the cavity estimated visually under stro-
boscopic lighting. It appears firstly that the distribution is 
widening as the cavitation number increases. This is due to a 
more and more unstable cavity closure which tends to widen 
the distribution of bubbles and then of pressure pulses. For 
the highest value of the cavitation number (<J„ = 0.59), no 
definite maximum in the pressure pulse distribution can be 
noticed in the measuring zone. In that case, the cavity is very 
unsteady and sheds periodically cavitating vortical structures. 
The cavity length oscillates between a maximum length of 
about 87 mm and a minimum length of about 30 mm. Un­
steadiness appears to be the main factor of extension of the 
region of bubble collapse. 

Second, it appears on Fig. 6 that the pulse rate increases 
with (j„ which depicts an increase in the concentration of bub­
bles. This is coherent with visualizations which show that the 
whole cavity becomes more and more bubbly as the cavitation 
number is increased. 

5 Similarity Law for PPHS 
The aim of the present section is to study how PPHS are 

scaled with a change of velocity. It requires one to know jointly 
how pulse heights are changed and how the production rate 
of bubbles varies. To approach this problem, PPHS were meas­
ured at two different velocities (5 m/s and 10 m/s). From such 
measurements, we cannot directly answer the double question 
of scaling pulse height and production rate. But we can easily 
check if spectra are correctly scaled when two distinct hy­
pothesis on pulse heights and production rates are made. 

If the velocity is doubled, we have checked (Le et al., 1992) 

Reynolds number : 2,000,000 
Cavity length : 87 mm 
Pulse height threshold : 0.5 V 

Fig. 6 Influence of partial cavity pattern on pressure pulse distribution 
at constant cavity length 

that the shedding frequency of large vapor structures is ap­
proximately doubled according to the classical similarity law. 
Concerning the much smaller structures as bubbles or mi-
croscale cavitating vortices which are responsible of the meas­
ured pressure pulses, we shall assume, following Lecoffre et 
al. (1985), that the Strouhal similarity law still applies to their 
production rate. In other words, we suppose that for both 
velocities, each large structure breaks up into the same number 
of small bubbles. Then our first assumption consists in con­
sidering that the production rate of bubbles is proportional to 
the velocity. 

Concerning pulse heights, it is generally assumed that the 
impact pressure results from a shock wave mechanism. Then 
the impact pressure is given by a water-hammer type formula 
pcVj where pc is the acoustic impedance of the fluid and Vj 
the velocity of the fluid/vapor interface. In a first approach, 
considering a nondimensional form of the Rayleigh-Plesset 
equation in which surface tension and air content are neglected, 
it can be assumed that the interface velocity Vj in the final 
stage of collapse is proportional to the characteristic flow ve­
locity Kin so far as the cavitation parameter is kept constant. 
Hence, the pulse heights are themselves proportional to the 
velocity. This is our second hypothesis. 

In consideration of these two assumptions, we can easily 
deduce how PPHS are affected by a change of velocity. If the 
velocity is multiplied by a factor k, pulse heights as well as 
pulse rates are multiplied by the same factor k; so, if NV(H) 
is the rate of pulses whose height is greater than H at velocity 
V, we have: 

Nkv(kH)=kNv{H) 

Figures 7 and 8 present for two different values of the cav­
itation number the measured PPHS at 5 m/s and 10 m/s as 
well as the estimated PPHS at 10 m/s obtained from the meas­
ured ones at 5 m/s by means of the above scaling formula. 
Although the transposition is not perfect, transposed PPHS 
appear to be a correct estimate of the actual PPHS in both 
cases. 

Finally, we try to estimate the density of vapor structures 
in a cloud from the present results for the case of a periodic 
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Fig. 7 Similarity law for cumulative pressure pulse height spectra (cav­
itation number: 0.81) 

behavior characterized by the shedding frequency/. According 
to our global analysis of the periodic shedding mechanism (Le 
et al., 1992), the volume of cavity which is shed during a unit 
time and for a unit span is /.e./(m3/m/s), where / and e are, 
respectively, the length and the thickness of the cavity. The 
total number of pressure pulses measured on the surface cov­
ered by the cavity4 is h.l (pulses/m/s), where h is the pulse 
rate per unit surface area. The ratio of the number of pulses 
to the cavity volume leads to the following density: 

h 

In the case cr„ = 0.59, V = 10 m/s, we have: 
"(//>o.iv) = 380 pulses/mmVs5 

« (H>1V) = 5.2 pulses/mmVs5 

e s 10 mm 
/ = 39.4 Hz 

then: 
c(//>o.iv) = 960 structures/cm3 

C(//>iv) = 13 structures/cm3 

These values can be compared to direct measurements of 
bubble density. Yamaguchi, et al. (1990) measured the bubble 
density (excluding cavitating vortices) by a laser holographic 
system. The bubble concentration depends strongly upon the 
size and the type of cavitation considered. For unstable sheet 
cavitation shedding clouds (a = 1.50) which is typically the 
type of cavitation considered here, they counted 121 bubbles 
with a diameter greater than 70 /xm in the measuring volume 
of 3.1 cm3. The bubble density is then of the order of 39 
bubbles/cm3. Although no definite conclusion can be drawn 
at present from the comparison of direct measurements of 
bubble density with estimations obtained from wall measure­
ments of pulse rates, a few basic question can be raised. 

''Still during a unit time and for a unit span. 
sThis value is estimated from a mean value on the nine measuring locations. 

Journal of Fluids Engineering 

0,0 1,0 2,0 3,0 

pulse height (V) 

Fig. 8 Similarity law for cumulative pressure pulse height spectra (cav­
itation number: 0.31) 

In particular, what is the ratio of bubbles in a cloud which 
actually give a pulse on the wall when they collapse? In other 
words, in comparison with the cavity thickness for instance, 
what is the characteristic thickness of the layer which contains 
the bubbles collapsing on the wall as opposed to the ones 
collapsing in the bulk? It probably depends upon the cut-off 
pulse height; the smaller it is, the more bubbles away from the 
wall are concerned. 

6 Conclusion 
This paper presents measurements of pressure pulse height 

spectra for different patterns of partial cavitation. The fol­
lowing summarizes the important conclusions. 

1. PPHS appears to be an appropriate way to characterize 
the hydrodynamic aggressiveness of a cavitating flow. In par­
ticular, measured PPHS show that, from an erosion viewpoint, 
cloud cavitation is much more severe than a thin, well-closed 
and stable sheet cavity: maximum pulse heights are higher as 
well as pulse rates. 

2. In the case of a well-closed sheet cavity, a strong max­
imum exists in the pressure pulse distribution, whatever the 
pulse height threshold may be. It is centered on the cavity 
closure determined visually. As the cavitation number is in­
creased at constant cavity length, the partial cavity is pro­
gressively opening and becoming more and more unsteady, 
and correlatively the pressure pulse distribution is widening. 
In the case of high values of the cavitation number for which 
the cavity periodically sheds bubble clusters, no definite max­
imum in the pressure pulse distribution is observed. 

3. Measurements of PPHS at two different velocities al­
lowed us to approach the problem of scaling PPHS. It is shown 
that PPHS are correctly scaled if we suppose that: 
—the production rate of the bubbles which are responsible of 
pressure pulses is controlled by the Strouhal similarity law; 
—the pulse heights are proportional to the flow velocity as it 
can be expected if the impact pressure results from a shock 
wave process. 
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The Flow Structure and Statistics 
of a Passive Mixing Tab 
Water channel flow visualization and anemometry studies were conducted to examine 
the flow structure and velocity statistics in the wake of a passive mixing tab designed 
for enhancement of cross-stream mixing by generation of flow structures charac­
teristic of turbulent boundary layers. Flow visualization reveals that the mixing tab 
generates a wake comprising a combination of counterrotating, streamwise vortices 
enveloped by distinct hairpin vortex structures. The counterrotating streamwise 
vortices are observed to stimulate a strong ejection of fluid along the symmetry 
plane, which results in very rapid cross-stream mixing. The hairpin vortices are 
found to undergo successive amalgamation and coalescence downstream of the 
device, which aids in the streamwise mixing and outward penetration of ejected 
fluid. After an initially intense mixing process, the mixing tab wake rapidly develops 
mean velocity, turbulence intensity, and boundary layer integral properties char­
acteristic of a significantly thickened turbulent boundary layer. 

1 Introduction 
Recent developments in the study of turbulence have indi­

cated that there are coherent, identifiable structures which give 
rise to the behavior of turbulent boundary layers. One partic­
ular structure of turbulence is the hairpin vortex, which takes 
on many forms, but is basically formed by three-dimensional 
deformation and roll-up of boundary layer vorticity. Theo-
dorsen (1952) was one of the first researchers to cite the prob­
able presence of hairpin flow structures as a key element in 
the development and perpetuation of turbulence, arguing for 
their presence based on his evaluation of the necessary dy­
namics of turbulence dictated by the vorticity transport equa­
tion. Head and Bandyopadhyay (1982), employing detailed 
evaluations of smoke visualizations of a turbulent boundary 
layer over a range of Reynolds numbers, came to the conclusion 
that a turbulent boundary layer is dominated by a "forest" 
of hairpins whose scales vary directly with the magnitude of 
the Reynolds number. Perry and Chong (1982) expanded the 
hairpin concept to suggest that a turbulent boundary layer 
consists of a hierarchy of hairpin vortices; they demonstrate 
that such a model can give rise to statistics comparable to those 
measured experimentally for a turbulent boundary layer. Acar-
lar and Smith (1987a,b), using detailed flow visualization and 
velocity measurements of artificially generated hairpin flow 
structures, demonstrate the remarkable similarity of visual­
ization and velocity patterns for hairpin vortices to comparable 
turbulent boundary layer patterns. In a follow-on study, Smith 
and Lu (1989), using pattern recognition techniques applied 
to quantitative flow visualization, demonstrate the multiple 
presence of hairpin vortices over a range of scales as significant 
flow structures within a turbulent boundary layer. More re­
cently, a detailed evaluation of a direct numerical simulation 
of a turbulent boundary layer by Robinson (1991) has indicated 
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the presence of multiple hairpin-like vortices, most generally 
asymmetric in shape, which exhibit a distribution of scales and 
characteristics not unlike the symmetric hairpin models pro­
posed previously. Robinson also indicates that such structures 
are intimately involved in the significant transport of fluid 
both to and away from the surface. 

A number of investigators have also suggested streamwise 
vortices embedded within turbulent boundary layers as sig­
nificant flow structures of boundary layer turbulence (e.g., 
Smith and Schwartz, 1983; Ersoy and Walker, 1985; Robinson, 
1991). As a consequence, single streamwise vortices and co-
rotating and counterrotating pairs have all been examined ex­
perimentally to determine the interaction of such vortices with 
the fluid very near surfaces, and thus their relationship to 
turbulence production (e.g., Pauley and Eaton, 1982; Smith 
et al., 1991a,b). It is established that the presence of streamwise 
vorticity above a surface causes the ejection of wall-region 
fluid from the surface (Peridier et al., 1991; Smith et al., 
1991a,b), as well as inducing movement of free-stream fluid 
toward the wall. This activity results in the replacement of 
low-momentum near-wall fluid with higher-momentum free-
stream fluid, which increases both local mixing and enhances 
heat transfer from (or to) the surface. 

The cumulative results of these and other studies indicate 
the potential importance of hairpin and streamwise vortices in 
the turbulence process, suggesting that the forced synthesis of 
such vortex flow structures by passive means may be an ef­
fective method for initiating mixing enhancement. It is well 
known that passive vortex generators can be very effective for 
separation control by "energizing" boundary layers (Stevens 
and Collins, 1955; Lin and Howard, 1989). The general premise 
behind vortex generators is that the generation of vortices will 
have a positive effect on surface mixing, however, the dynamics 
of such vortex-induced mixing processes and the rationale for 
successful vortex generator designs is often poorly understood. 
In fact, in some cases, vortex generator designs have even been 
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BASE 

(USED FOR MOUNTING) 

SIDE CAMERA MOUNT 

Fig, 1 Schematic of a mixing tab, experimental mounting arrangement, 
and dimensional parameters 

shown to be arbitrary in their function—often performing 
better when their direction was reversed (Lin et al., 1991). 

The present study was undertaken to evaluate the flow char­
acteristics of a symmetric, tapered mixing tab1 illustrated in 
Fig. 1, which has been shown to be an effective passive surface-
mounted mixing tab for enhancement of cross-stream mixing 
in industrial applications2 (see Smith et al., 1989, and Fasano, 
1991). The intent of the mixing tab is to initiate a turbulent-
type flow pattern of hairpin and streamwise vortices at scales 
in excess of those of a turbulent boundary layer, and thus 
"force" elevated cross-stream mixing of mass and momentum. 
The design rationale is that the synthesized vortex structures 
will elevate the fluctuation-associated transport (i.e., turbu­
lence) levels above those of a natural turbulent boundary layer, 
or alternatively will create turbulent-like mixing in an otherwise 
laminar flow regime. Note that in most practical cases the scale 
of the mixing tab is in excess of the boundary layer thickness, 
since the intent is to generate mixing in excess of the boundary 
layer, but such tabs have been shown to operate effectively at 
scales less than the boundary layer thickness as well [more on 
the order of a boundary layer trip] (Gretta, 1990). 

In the present study, emphasis is placed on understanding 
the flow structure of the mixing tab wake, and the evolution 
of the wake structure with downstream distance. This is ac­
complished using both flow visualization and hot-film ane-
mometry measurements to: 

(i) examine the physical behavior of the flow created by 
the mixing tab; 

(ii) evaluate the mechanisms by which the tab-generated 
flow structures evolve; and 

(iii) determine the metamorphosis of measured velocity 
statistics relative to conventional turbulent boundary layer sta­
tistics. 

2 Experimental Equipment and Techniques 
Experiments were conducted in a free-surface plexiglas water 

channel at Lehigh University. An end-view of the channel 
configured for the present study is shown in Fig. 2. The test 
section of the channel is 5 m long, 0.9 m wide, and the water 
depth was kept at approximately 0.33 m. The characteristics 
of the facility have been reported previously (e.g., Acarlar and 
Smith, 1987a), and has a test-section span wise uniformity was 
± 2 percent, with corresponding free-stream turbulence inten­
sity of 0.2 percent. 

y y •"> t . n l 

SIDE CAMERA 
(SIDE VIEW) 

^ — 

Note that we term this device a mixing tab rather than a "vortex" generator," 
since it provides flow structure more complex than the normal streamwise vortex 
generators. 

2Marketed under the tradename "Vortab," patent nos. 4929088 and 4981368. 

Fig. 2 End-view of water channel equipped with video cameras for 
hydrogen bubble visualization experiments 

A plexiglas test plate, 2.44 m long, 1.27 cm thick, with a 
5:1 half-ellipse leading edge, was employed as the test surface 
for the majority of the visualization and anemometry exper­
iments (see Fig. 2). Three lengthwise supports are used to stiffen 
the plate and elevate it above the channel floor boundary layer. 

Hydrogen bubble visualization (Schraub et al., 1965) was 
used extensively to characterize the flow patterns generated by 
the mixing devices, employing a 25 /im diameter platinum wire 
as the cathode and a 6 mm diameter carbon rod as the anode 
in an electrolytic circuit. By pulsing the current density to the 
wire using a specially designed power supply, time lines of 
hydrogen bubbles could generated, as required. 

The visualization results were recorded using a high-speed 
video system providing 120 frames per second with an effective 
shutter speed of 10 ms (strobe flash duration), which is syn­
chronized with strobe illumination and the hydrogen bubble 
generator. Viewed results are tape recorded, and can be played 
back in real time, slow-motion forward or reverse, as well as 
still-frame sequences. Photographs are obtained from the video 
screen using a conventional 35 mm camera. A detailed de­
scription of the video system is given by Gretta (1990). 

As shown in Fig. 2, a traversing overhead platform provides 
mounting for visualization and velocity probes, as well as plan 
and side-view video cameras. The video system allows both 
plan and side views to be viewed simultaneously on the video 
monitor. Combined end and plan views could be taken as well. 
To obtain end-views, a mirror angled at 45 deg to the flow 
was located on the test plate approximately 70 cm downstream 
of the hydrogen bubble wire, which negated any pressure gra­
dient effects on the flow in the vicinity of the bubble wire. 
The end-view behavior of the flow was observed and recorded 
using the side-view camera focused on the angled mirror. 

Local velocity characteristics were obtained using a DISA 
55D01 constant temperature anemometer utilizing a DISA 
55R15 hot-film probe and DISA 55H22 probe support. The 
probe support was mounted in a DISA 55E40 traversing mech­
anism, which was attached to the traversing channel platform. 
The output of the anemometer was fed through an analog-to-
digital converter to a personal computer. An in-house data 
acquisition program was used to acquire and process the data. 

Calibration of the hot-film probe was done prior to acqui­
sition of each set of data. The probe was towed at selected 
velocities through a quiescent channel using the traversing plat­
form motor drive. Ten velocity measurements (2048 points at 
0.015 second intervals) spanning a range from 0 to 0.24 
m/sec were used to fit a fourth-order voltage-velocity curve. 
The maximum experimental uncertainties were established us­
ing standard techniques (Kline and McClintock, 1953) as ±3 
percent for mean velocity, ± 4 percent for turbulence intensity, 
±5 percent for displacement and momentum thicknesses, and 
±0.1 mm for linear dimensions (95 percent confidence level). 
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The mixing tabs employed were fabricated from 2.3 mm 
thick polycarbonate material which is easily cut or formed, 
and is transparent such that visualizations could be performed 
in the immediate vicinity of the device itself. A small portion 
near the base of the tabs was extended to allow mounting to 
the test surface using vinyl tape (see Fig. 1). The flow around 
this attachment portion of the tab was viewed with hydrogen 
bubble visualization and found to have little or no effect on 
the approach flow field to the tab. 

3 Results and Discussion 
The results are presented as follows. First, an overall model 

of the flow structure, as evaluated from detailed flow visu­
alization studies, is presented and the processes of flow struc­
ture development and evolution are outlined. Second, detailed 
hydrogen bubble visualization results are used to illustrate the 
formation and evolution of flow structures from a single tab. 
Third, hot-film anemometry results are presented, illustrating 
the mean velocity, turbulence intensity, and selected boundary 
layer parameters generated by the tabs; these statistical char­
acteristics are compared and contrasted with similar statistical 
behavior for a typical turbulent boundary layer. 

Throughout this paper, both vertical and stream wise dis­
tances are referenced in terms of nondimensional tab height, 
hiab (see Fig. 1). The streamwise location of the tab is specified 
by XT, which is the distance from the leading edge of the test 
plate to the base of the tab; distances downstream from the 
trailing edge, or tip, of the tab are specified by X; vertical 
distances from the wall are designated by Y. For the present 
study, the geometry of the tab was fixed as: 

a = 27 deg 

|3 =10 deg 

/*tab =2.92 cm 

H>tab = 6.35 cm 

In an extended study (Gretta, 1990), the above tab angles were 
determined to be near the optimal for promoting vertical trans­
port of fluid away from the plate with minimal energy losses. 
Since the intent of these mixing tabs is to accelerate mixing 
well in excess of the boundary layer region, the tab height was 
chosen to correspond to roughly twice the local boundary layer 
thickness. Companion studies (Gretta, 1990) indicate that the 
process promoted by the tab is essentially the same whether 
less than or in excess of the boundary layer height. The height 
employed is representative, but not necessarily optimal (which 
depends on the particular application for the tab). 

3.1 Flow Structure Model. Using both dye and hydrogen 
bubble visualization, the mixing tabs were observed to generate 
an array of relatively coherent structures, as illustrated sche­
matically in Fig. 3. This series of views are simplified sche­
matics of the characteristic flow structures which are observed 
to form with either a laminar or turbulent upstream boundary 
layer, although the flow structures are more coherent and more 
distinct for the laminar boundary layer case. 

As shown, the mixing tab initially generates two distinctive 
types of flow structure. The first of these is a pair of large 
counter-rotating vortices, similar to the tip vortices from an 
airfoil. As the flow passes over the tab, the pressure differential 
between the upper and lower tab surfaces causes fluid to mi­
grate from the high-pressure upper surface toward the low-
pressure lower surface, wrapping around the edges of the tabs 
and initiating a spiraling motion. This spiraling motion de­
velops to each side ofthe tab, creating counter-rotating vortices 
which induce a common upflow motion on the plane of sym­
metry of the tab. This common upflow transports near-wall 
fluid away from the wall due to a process of viscous-inviscid 

PLAN VIEW 

SIDE VIEW END VIEW 

(a) 

(b) 

Fig. 3 Development of interacting structures in wake of mixing tab. (a) 
plan, end, and side views (b) perspective view. 

interaction (Peridier et al., 1991). This is an important aspect 
of the flow, since this movement is what facilitates the trans­
mission of low-momentum fluid from the wall region into the 
outer flow, similar to the "eruptive" momentum transport 
which occurs in a turbulent boundary layer, as discussed by 
Smith et al. (1991b). 

The second observed flow structure is a periodic sequence 
of hairpin-like vortices, shed from the upper edge of the tab, 
as illustrated schematically in Fig. 3. The vortex tubes com­
prising these hairpin structures are a collection of vortex lines 
which are solenoidal, and must either extend to infinity, end 
in a closed loop, or as in this case, extend into the wall shear 
layers. Because the vortex tubes are contiguous, they will stretch 
and deform, yet still maintain rotation. As these hairpin vor­
tices advect downstream they entrain more and more fluid 
from the free-stream, which results in an increase in the overall 
extent of the cumulative wake of the tab. The hairpin-like 
vortices also interact with the counter-rotating vortices to fur­
ther enhance fluid transport. The common upward flow region 
of the counter-rotating vortices pumps fluid toward the hair­
pin-like vortices, which subsequently entrain the low-momen­
tum fluid and carry it farther away from the surface region. 
As will be shown in the following section, the hairpin-like 
vortices evolve with streamwise distance, both by scavenging 
low-momentum fluid and by coalescence and amalgamation 
with other hairpin vortices. This amalgamation is observed to 
be an important element of the overall growth and mixing 
process. 

Note that the shape of the mixing tab, tapering to a flat 
upper edge, is quite important to the fluid transport process. 
Systematic examination (Gretta, 1990) of tab geometries rang­
ing from a broader-tip-than-base to a sharp tip (saw-tooth 
shape), showed that the geometry reported on here produces 
the optimal ejection of fluid from the surface into the outer 
region. In particular, the saw-tooth shape performs the most 
poorly in terms of fluid transport, because of reduced gen­
eration of hairpin flow structures, which are spawned in the 

Journal of Fluids Engineering JUNE 1993, Vol. 115/257 

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



MOO G TAB
(IN BACKGROUND)

3A result of the lateral pressure gradient imposed by the counter-rotating
vortices.

4A video tape illustrating the evolution of the flow structure in the wake of
the tab is available on request from the authors.

'Where the effects ~f tab geometry, spacing, and turbulent approach flow on
tab wake penetration and growth are reported.

Figure 4 shows a combined plan and side-view hydrogen
bubble flow visualization of the flow structure downstream of
a tab. A horizontal bubble wire was positioned so that the
hairpin-like vortices could be clearly observed as they were
shed from the tab; as shown, these initial flow structures are
quite coherent. Note that the legs of the hairpin-like structure
are only partially visualized in the plan-view portion of the
picture, but were observed to be important to the entrainment
of free-stream. fluid into the wake of tab.

Figure 5 illustrates the pumping action of the streamwise
vortices in the wake of the tab, shown both schematically and
in an end-view photograph of a hydrogen bubble visualization
with a horizontal wire. The bubble wire was positioned at X
= 2htab , a distance downstream of the tab where the common
upflow motion is quite strong, and at Y = 0.3htab above the
surface. The "bright" region in the end view illustrates the
outward penetration oflow-velocity, bubble-marked fluid from
the surface. As fluid moves away from the surface, it will
either be entrained into the rotation of the hairpin-like vortices
or will continue to spiral in the longitudinal vortices. The
ejection of fluid on the symmetry plane is balanced by a strong
lateral motion of fluid adjacent to the plate, the fluid moving
bisymmetrically inward toward a low pressure region3 on the
symmetry plane of the tab wake.

In the tab wake, the legs of the hairpin-like vortices aid in
inducing flow into the counterrotating vortices. The counter­
rotating and hairpin-like vortices appear to form separately,
but continuously interact as they move downstream. The coun­
terrotating vortices help transport low-momentum fluid from
the wall into the outer region of the boundary layer. This low­
momentum fluid, in turn, is entrained into the hairpin-like
vortices.

Figure 6 shows three side-view scenes, taken on the symmetry
plane using a vertical hydrogen bubble wire, which illustrate
stages in the streamwise development of the tab wake. Note
that the approximate position of the wire relative to the tab
is indicated in the caption. Figure 6(a) illustrates the heads of
the hairpin-like structures as they just begin to form and co­
alesce. The rapid coalescence of these hairpin flow structures
facilitates both the growth in scale and the vertical penetration
of the tab wake into the outer flow. Perry and Chong (1982)
suggest that wall turbulence is comprised of hierarchies of
interacting "young" and "old" hairpins, and that hairpins
"pair" or coalesce with other adjacent hairpins as they trans­
late in the streamwise direction, which facilitates streamwise
growth of the boundary layer. In the present study, as the tab
wake moves downstream, this coalescence of vortex structures
was clearly visible, and is evidenced by the growth of scales
and vertical extent of the tab wake (Figs. 6(a) and (b», similar
to the Perry and Chong model. By Xlh tab "", 10 [Fig. 6(c)], the
flow has lost most of the observable "coherence" seen in Fig.
6(a) and begins to appear turbulent4

•

3.3 Velocity Measurements. Velocity behavior down­
stream of the mixing tabs was established using a spanwise
array of five tabs (see Fig. 7) to assure that the central flow
would be effectively free of end effects. The tabs were spaced
the equivalent of the tab base width apart, a spacing which
was shown to be the optimal spacing for wake penetration into
the outer flow (Gretta, 1990).5 The studies reported here were
conducted using a laminar approach flow at Uoo = 12 cm/s,
yielding a Reynolds number at the base of the tab of Reo =
1700 (8 "'" 1.5 cm). Profiles of mean velocity and turbulence

PLAN

SlOE

NEAR·WALL FLUID
SWEPT IN TOWARDS
CENTER OF TAB
WAKE

VORTICF.s STRETCH AND TILT

COUNTER·ROTATING
STREAMWISE

VORTICES

TRAIN OF HAIRPIN-LIKE
VORTICES

FLOW

HAt:RPIN-LIKE
STIRUCT1!RE

LOCATION
or TAB

LEGS OF HAIRPIN S1lI.UCTURE
ENTRAIN FREE·STREAM FLUID

INTO MIXING TAB WAKE

Fig. 4 A combined plan and side·vlew of hairpin· like vortex generation
with bubble wire at X = 2h1ab• Y = 1.3h..b• U~ = 6.8 cm/s

FLO\

Fig. 5 End·vlew schematlc of fluid movement In wake of mixing tab
with accompanying H2 bubble wire photograph Illustratlng tluld move·
ment away trom surface. Bubble wire at X = 2h.... Y = 0.311,••• and U~

= 6.8 cmls

S1lI.ONG ERUP1lVE FLOW
ALONG SYMMETRY PLANE
PUMPS FLUID I 0
HAIRPIN S1lI.UCTURE

cross-stream shear layer generated at the tab upper edge. Note
that the presence of these hairpin-type flow structures has
proven important in the function of other effective vortex
generating-type devices, such as the Wheeler vortex generator
reported by Lin et al. (1991) [see their Fig. 5].

3.2 Visualization Results To establish the flow structure
model outlined above, plan, end, and side-views using both'
horizontal and vertical hydrogen bubble wires were used to
closely examine the flow behavior for a mixing tab mounted
on the centerline of the test plate at X T = 70.5 cm. A laminar
approach flow to the tab was used, with a free-stream velocity
of Uoo = 6.8 cm/s, which gave a Reynolds number at the tab
location of Reo = 1100; all sequences shown are for a single
tab. The pictures shown are the best visualized representations
of the behavior, which were observed to be generic over a
range of Reynolds numbers.
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(a)

(C)

Fig. 6 Side·view visuallzalion sequence showing growth of tab wake.
U~ = 6.8 cm/s. (8) X = 2h"b; hairpin· like vortices shed from lip of tab.
(b) X = 4h'ab; hairpin·like vortices amalgamate in streamwise dlreclion.
(e) X = 10h"b; evolulion to chaolic turbulent boundary layer behavior.

intensity, and displacement and momentum thicknesses, were
established for selected downstream locations; a comparison
is also made with measured turbulent boundary layer char­
acteristics.

Mean Velocity Profile Characteristics. Figure 8 shows a
series of three spanwise velocity distributions (spanning the
three central tabs) for Y = O.4htab at three different streamwise
positions. A rather good symmetry is demonstrated for each
profile, indicating that the tabs produce symmetric, repeatable
behavior. For the X = 2htab case, the minima in velocity occur
in line with the center of each of the three tab wakes, and are
flanked by corresponding maxima, indicating a strong cross­
stream gradient. These minima are the mansifestation of the
upward motion of low-speed fluid (from the surface) on the
symmetry plane of the tab wake.

Figure 8 also illustrates a rapid equilibration and smoothing
of the velocity profile with increased streamwise distance from
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Fig. 7 Plan-view of array of tabs used for hot·fiIm anemometry studies

<)-<) X=2h
tab

0- -0 X=20h
tab

t;, .... t;, X~40htab

1.20 +---1--+--I---1--+--j----1--j--+----+

1.00

0.80

8
::> 0.60.......
I"

0.40

0.20

0.00 +---1--+--I---1--+-+---1--j--+--+
-5 -4 -3 -2 -1 0 1 2 3 4 5

SPANWISE DISTANCE. Z/htab

Fig. 8 Spanwise velocity profiles for three tabs at Y = 0.41',ab

the tab. By X = 20htab , the spanwise profile still displays a
regular spanwise variation, but of much smaller amplitude.
This suggests that the initial flow structures stimulate a rapid
spanwise dispersion of momentum via initially intense mixing,
yielding a more uniform profile. By X = 40htab , the spanwise
velocity profile approaches near uniformity, suggesting that
the flow structures have essentially mixed out and dissipated,
and that cross-stream equilibrium has been basically achieved.

Figure 9(a) shows velocity and turbulence intensity profiles
measured at four streamwise locations along the tab centerline
(2 = 0). In each figure the abscissa gives the vertical distance
from the surface in terms of a local Reynolds number:

Rey= Uooy/v

For the X = 2htab case, the velocity profiles reveal two distinct
regions of velocity minimum and maximum. At Rey "" 3500 a
relative minimum is apparent, which corresponds to the general
location of the observed heads of the tab-generated hairpin
vortices. Due to rapid dispersion of vorticity by vortex inter­
action and viscous diffusion, the strong deficit in the velocity
profile moves away from the surface and eventually flattens,
with the profile asymptoting toward a turbulent-like boundary
layer profile.

Figure 10 compares the velocity profiles taken at X = 40h tab ,

both on the tab centerline and between two tabs (2 = - 2htab),

with a low Reynolds number turbulent boundary layer profile
generated on the channel floor. 6 Note that Reo = 866 at the
tab centerline position (2 = 0), Reo = 505 between tabs (2
= 2htab), and Reo = 859 for the turbulent boundary layer
generated on the channel floor. Note also that all the velocity
profiles shown in Fig. 10 demonstrate logarithmic behavior
and match closely at higher values of Rey, suggesting that the
flow structures generated by the tabs produce turbulent-like
velocity profiles within a relatively short distance (40 tab
heights). Apparently, the combined action of the hairpin and

6By tripping the flow with a 0.64 cm diameter rod at the exit of the converging
section; measured 3.33m from the trip rod.
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Fig. 10 Mean velocity profiles for Z/h,ab = 0 (tab centerline), Z/hIBb = 
- 2 (between two tabs), and a turbulent boundary layer 

counter-rotating streamwise vortices generate a mixing process 
which leads to the rapid evolution of the initial flow structures 
into typical turbulent behavior; such a metamorphosis is also 
supported by the flow visualization results (e.g., Fig. 6). 

Turbulence Intensity. Figure %b) displays turbulence 
intensity7 at Z = 0 (tab centerline) for four streamwise loca­
tions. This figure indicates that at X = 2/itab the highest in­
tensities occur near the location where the heads of the hairpin­
like vortices were observed. Similar to what is observed for 
the mean velocity profiles, the outward migration and dissi­
pation of the original flow structures is reflected by an outward 
shift and migration of the peak in turbulence intensity with 
increasing streamwise distance from the tab. As the wake struc-

« ' / [ / „ , where u' is the rms streamwise velocity fluctuation. 

tures move away from the wall, they entrain fluid and coalesce, 
therefore growing in extent. As the wake spreads, the flow 
becomes more uniformly mixed and the vorticity disperses. 
This is reflected by the initial outward dispersion of turbulence 
intensity, followed by a general decay in turbulence intensity 
with increased streamwise distances from the tab, except near 
the wall. 

Boundary Layer Parameters. The integral properties of 
displacement thickness, <5*, and momentum thickness, 6, were 
determined using a trapezoidal integration scheme, and are 
shown in Fig. 11 at both Z = 0 (tab centerline) and -2/j t ab 
(between two adjacent tabs). 

As shown, the displacement thickness actually decreases in 
the streamwise direction along the tab centerline (Z = 0). This 
suggests that there is a transfer of higher-velocity fluid into 
the flow with increased streamwise distance. Note that at X 
= 2/itab (just downstream of the separation zone behind the 
tab), the displacement thickness is large, and slowly decreases 
with streamwise distance, thus "recovering" the fullness of 
the velocity profile. In contrast, the data for Z = 2/*tab (between 
the tabs) shows a gradual increase in 5* in the streamwise 
direction, suggesting a loss of higher velocity fluid, probably 
to the tab wake. This lateral exchange of fluid is further em­
phasized by the behavior of the momentum thickness, 6, which 
is directly proportional to the momentum deficit of the bound­
ary layer. As shown in Fig. 11, the momentum thickness on 
the tab centerline changes very little between X = 2hlab and 
X = 20hmb, and then decreases modestly to X = 40/!tab. Ev­
idently, the momentum flux deficit along the tab centerline 
initially remains almost constant, and then decreases slightly 
with a recovery of higher momentum fluid. This constant mo­
mentum thickness is characteristic of a wake flow; the sub­
sequent decrease is the result of higher-momentum fluid from 
the lateral high-speed regions feeding into the wake-like zone 
to re-energize it. Between the tabs, the initial momentum deficit 
is markedly small due to a strong acceleration of the upstream 
flow through the tab gaps, and due to a downflow of high 
momentum fluid induced by the streamwise vortices generated 
by the tab. By X = 40/itab the values of 6* and 6 at the two 
different spanwise locations have converged significantly, in­
dicating that the flow is approaching spanwise equilibrium, 
due to spanwise mixing induced by the local flow structure. 

Figure 12 shows the boundary layer shape factor, H = b*/ 
6, for both Z = 0 and -2/ztab. On the centerline (Z = 0) at 
X = 2/!,ab) H ~ 2.4 which is typical for either a turbulent 
boundary layer near separation or a laminar boundary layer 
(Schlichting, 1979). Clearly, this H value indicates that the 
profile closely approixmates a turbulent boundary layer which 
is near or has just undergone reattachment. H then decreases 
to ~ 1.3 at X = 40/!tab, which is typical for a low Reynolds 
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number turbulent boundary layer in a zero pressure gradient. 
For the data taken between tabs, H « 2.4 for X = 2hlab and 
decreases to 1.4 for X = 40/!tab. The value at X = 2htab is 
typical for a zero pressure gradient laminar boundary layer, 
which is how the visualization results indicate the flow initially 
behaves after passing between the tabs. The value of H at X 
= 40/!tab is very near the corresponding value for Z = 0, which 
again indicates that the flow is approaching uniformity, with 
H values consistent with those of a low Reynolds number 
turbulent boundary layer. 

Velocity and Turbulent Intensity Contours. Figures 13 and 
14 show mean velocity and turbulence intensity contours in 
they-z plane, obtained for a single tab at streamwise distances 
of X = 2/!tab and X = 15/*tab, respectively. Because of sym­
metry, only one half of the tab wake was measured. As shown 
in Fig. 13(a), the outer contour line indicates the approximate 
edge of the boundary layer, <595 (where u/Ua = 0.95). The 
difference between each successive contour is 10 percent of the 
free-stream velocity, [/„. Note that the streamwise velocity 
decreases sharply as the center of the streamwise vortex core 
is approached, decreasing to approximately 35 percent of [/„. 
Also, note the sharp incursion of the contours near the bottom 
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Fig. 12 Boundary layer shape factor, H, for Z/h,ab = 0 and Z/h,ab = - 2 

of the vortex. This indicates that the streamwise vortex, of 
clockwise rotation, causes a strong induction of outer-region, 
higher-speed fluid toward the surface and inwards toward the 
symmetry plane. This induction of high-speed fluid acts, in a 
sense, as an artificial sweep of high-speed fluid to replace the 
low-speed fluid ejected away from the surface along the sym­
metry plane (see Fig. 5), and illustrates the significant function 
that the tab-generated streamwise vortices play in promoting 
fluid and momentum exchange, and consequently local mixing. 

Figure 13(b) shows the corresponding distribution of tur­
bulence intensity in the tab wake. It is evident that the intensity 
is greatest in the region of the vortex core, where the local 
velocity is lowest. This plot shows information not discernible 
from the tab centerline turbulence intensity results of Fig. 9, 
which suggested that maximum intensity values were found 
near the heads of the hairpin-like vortices. Here, the maximum 
values occur near the center of the streamwise vortices, and 
are of greater intensity than near the hairpin heads. This is an 
important point since it indicates that the concentrated vorticity 
in the streamwise vortex core contributes significantly to the 
overall mixing process. Westphal et al. (1985), show results 
that suggest that turbulence levels are lower than average in 
the downwash region of a longitudinal vortex and higher in 
the upwash region. This is consistent with Fig. 13(d), which 
indicates that turbulence intensities near the of symmetry (Z 
= 0) are approximately 35 percent, whereas in the downwash 
region (Z//!tab = 1.3) comparable intensities are roughly 5 to 
10 percent, except very near the wall. 

Figure 14 illustrates how flow in the tab wake is mediated 
by the mixing and dispersion of the initial flow structures. By 
X = 15frtab, the strong defect in the initial velocity contours 
has been sharply reduced, and the turbulence intensities have 
decreased by almost a factor of 4, except very near the surface. 
Note also the absence of a velocity defect in the region of the 
initial streamwise vortex, suggesting that this initially strong 
vortex has been significantly dispersed. 

Spectral Analysis. Figure 15 shows power spectra results 
obtained on the wake symmetry plane at four increasing down­
stream positions. Measurements were taken at Y = 1.7/jtab for 
all four streamwise positions, which is the vertical location at 
X = 2/z(ab where the periodic shedding of the heads of the 

Fig. 13(a) 
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Fig. 13 Contour map for single tab at X = 2h„b. (a) Velocity, u/l/„, (6) 
turbulence intensity, u'/l/„ (percent) 

Journal of Fluids Engineering JUNE 1993, Vol. 115/261 

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 14(a) 

0.0 0.3 0.6 1.0 1.3 1. 

Fig. 14(6) 

6 1.9 2.3 2.6 

Fig. 14 Contour map for single tab at X = 1 5 / w (a) Velocity, u/Ua, (6) 
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Fig. 15 Power spectra on tab centerline (Z = 0) at V = 1.7/j,ab. X=, Re„T 
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hairpin-like vortices is most strongly reflected in the velocity 
signal. At X = 2ht!Lb, a dominant periodicity of approximately 
1.5 Hz is clearly present, reflecting the shedding frequency of 
the hairpin vortices. By X = 10Atab, the dominant frequency 
component is less pronounced and has decreased to = 1 Hz, 
with energy spreading to frequency components both lower 
and higher than the initial hairpin shedding frequency. A clear 
shift in the dominant peak in the spectra to lower frequencies 
is noted with increasing distance from the mixing tab; this is 
further evidence of the coalescence of the initial hairpin vortices 
into larger, less frequent flow structures (c.f. Figs. 6(a) and 
6(b)). By X = 25Atab and 40/!tab, the power spectra become 
more reflective of turbulent spectra, as a rapid dispersion of 
the initial flow structure continues. This mixing is the result 
of complicated processes of dispersion, amalgamation, and 
coalescence of the hairpin-like structures with increasing 
streamwise distance, as was illustrated in Fig. 6. 

4 Summary and Conclusions 
A passive mixing tab device was examined to better under­

stand the process of momentum exchange and mixing in the 

tab wake. Detailed visualization studies of the tab mixing wake 
indicate that: 

1) A pair of tip-type, counter-rotating streamwise vortices 
are generated by the tabs, creating a strong surface in­
teraction which results in a common up-flow of low-
speed fluid on the symmetry plane; 

2) Distinct hairpin-like vortices are clearly shed from the 
tip of the tab; these structures form from the initial 
shear layer generated at the tab boundaries, with the 
legs of the structures enveloping the outer-edge of the 
tab wake; and 

3) The hairpin vortices coalesce very rapidly with one an­
other into larger amalgamations of vorticity, which are 
perceived as rapid boundary layer growth. 

Velocity measurements indicate that: 
1) Velocity profiles, both on the tab symmetry plane and 

between tabs, rapidly develop logarithmic law-of-the-
wall type behavior, closely mimicking the behavior of 
a typical turbulent boundary layer; 

2) The vortex core region of the streamwise counter-ro­
tating vortices generates the highest initial turbulence 
intensity; the heads of the hairpin-like vortices yield the 
highest turbulence intensities on the symmetry plane; 

3) In the near-wake of the mixing tab, the local displace­
ment and momentum thickness are strongly spanwise 
variant, but rapidly recover to spanwise uniformity with 
streamwise distance; the shape factor, H, converges rap­
idly with streamwise distance to a value commensurate 
with a conventional turbulent boundary layer; 

4) The spectral content of the mixing wake evolves rapidly 
from a strongly periodic flow to a conventional sto­
chastic flow, characteristic of a turbulent boundary 
layer. 

The passive mixing tab examined in this study is a highly-
effective mixing device which facilitates mixing by the initial 
generation of organized flow structures. These flow structures 
comprise a symbiotic amalgam of hairpin-like vortices and 
counter-rotating streamwise tip vortices, both considered basic 
flow structures of turbulent boundary layers. The present re­
sults suggest that emulation of such initial turbulent structures 
can be employed to successfully enhance mixing in a systematic 
manner by capitalizing on the intrinsic behavior of organized 
vortex dynamics. 
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Film-Thickness, Pressure-Gradient, 
and Turbulent Velocity Profiles in 
Annular Dispersed Flows 
A regional model has been described for dispersed turbulent two-phase flow which 
accounts for the transverse variation of velocity. The two-phase turbulence param­
eters are introduced in direct analogy to well-known single-phase flow parameters 
which are then correlated to experimental data. The advantages of this approach 
are its simplicity and the absence of arbitrary parameters which need calibration at 
different experimental ranges. Its generality has been tested by comparisons at high 
and low operating pressures with air-water and steam-water mixtures. Comparisons 
between calculated and measured values have been carried out for the film thickness 
and the pressure gradient at different experimental setups. 

1 Introduction 
It is generally desirable, at each particular position along a 

flow channel, to know the fraction of the total area occupied 
by the vapor phase (void-fraction), and for the same phase, 
the ratio of the mass-flow rate to the total (mass-dryness frac­
tion). From their definitions these quantities are interrelated 
and they are also related to the average velocities of each phase. 
Usually, the local mass-dryness fraction can be calculated from 
the local thermodynamic conditions when the two phases are 
assumed in thermal equilibrium. Thus, only one additional 
relationship is required which can be based either on a phe-
nomenological model or on an empirically derived correlation. 

Empirically derived correlations have the disadvantage of 
doubtful validity when extrapolations are made. On the other 
hand, the phenomena associated with annular flows are com­
plex and difficult to describe analytically. The presence of a 
disturbed interface between the two phases causes entrainment 
which has a direct influence on turbulence. 

So far, many phenomenological models have approached 
the problem mainly by applying single-phase turbulence re­
lationships which were of the same type as those established 
in pipe flows. The triangular relationship by Hewitt and Hall-
Taylor (1970), is a typical approach of this kind in which the 
pressure gradient, the film thickness and the film flow are 
interrelated. By knowing any of the two quantities the third 
can be easily calculated. Also, by using a suitable relationship 
for the eddy diffusivity the velocity profile in the liquid film 
is calculated. 

Levy and Healzer (1981), proposed a new model which uses 
the single-phase mixing length theory at a wavy liquid-gas 
interface. In this model the flow cross section is subdivided 
into three regions: a liquid film, a gas core of constant density, 
and a transition wavy layer between them. In the wavy region 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
February 20, 1990; revised manuscript received December 11, 1992. Associate 
Technical Editor: E. E. Michaelides. 

the density was assumed to vary exponentially in the transverse 
direction. The velocity distributions were taken to be discon­
tinuous between the three regions and an empirical correlation 
was necessary for the velocity in the wavy region. Liquid en­
trainment ratio was taken into account by varying the exponent 
of the density profile in the transition layer. However, meas­
ured film thicknesses are generally over-predicted probably due 
to the assumption that the core region does not contain liquid 
droplets. 

Abolfadl and Wallis (1986), also worked with the pressure 
gradient, film flow rate, gas flow rate, and the void fraction. 
Assuming a viscous liquid-film region, a turbulent film flow 
region and a gas core region, they have applied the shear stress 
profile in establishing a different relationship for a two-phase 
mixing length. This function was again based on experimental 
observations. 

Recently, Jensen (1987) applied the triangular approach and 
several representative velocity profiles with the objective to 
develop an empirical correlation for the two-phase velocity 
profile in the core region. In his approach the film flow rate 
was best fitted to experimental observations by means of a 
non-linear multiplier. Even with this multiplier there were some 
problems at large mass-dryness fractions and high mass flow 
rates. 

The basic idea behind the present velocity profile model is 
that it approaches the problem from the opposite direction. It 
assumes two turbulent velocity profiles which then are com­
bined by ensuring continuity at the interface between two dis­
tinct flow regions. Experimental data are used in establishing 
the shape of the assumed turbulent velocity profiles. By know­
ing these velocity profiles the pressure gradient and thickness 
of the liquid film can be calculated. 

2 Description of the Model 
In the velocity profile model, the circular flow area is imag­

ined to be divided into two regions, as indicated in Fig. 1. 
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Fig. 1 The velocity profiles assumed 

WMMM. 

Each region is assumed to be occupied mainly by one phase 
(liquid or vapor), with the other phase uniformly mixed with 
it; the mixing is assumed sufficiently intimate to allow for the 
use of a single value for the velocity at each point. Normally 
the region next to the wall is assumed to be occupied predom­
inantly by the liquid phase. 

We make the usual assumption of local thermodynamic equi­
librium of the phases, so that the mass-dryness fraction, x, 
can be used to relate the mass-flow rates of vapor and liquid, 
mG and mL, by 

x=mc/(mG + mL) 

with a similar expression for each flow region: 

Xi = max/{mGX + mu) 

(1) 

(2) 

x2smG2/(ma2 + mL2) (3) 

Within each region the flow area is divided into sub-areas for 
liquid and vapor phases so that Aa] + ALi = Ax. By aid of 
this expression and from the assumption of a homogeneous 
mixture in each region, the mean density of the mixture is: 

1 xx \-X\ 

Pi 
(4) 

Pa PL 

and a similar expression is used for the core region. These 
expressions are derived directly from the definition of the local 
mass-dryness fractions together with the assumption that the 
ratio of the average gas and liquid velocities is 1 in each of 
the two flow regions shown in Fig. 1. This assumption was 
validated by Jensen (1987) who worked with the same range 
of experimental data as we use here, for which he has reported 
slip ratios between 1 and 1.03. 

Several expressions are proposed by Hewitt and Hall-Taylor 
(1970), for the average viscosity of gas-liquid mixtures. For 
reasons of simplicity throughout the present work, the average 
viscosity in region 1 is assumed to be: 

X\ 1 + X i 
•• — + - . 

Mi M G V-L 
(5) 

with a similar relationship used for the viscosity in region 2. 
This expression for the average viscosity is chosen due to its 
similarity to the average density derived by Eq. (4), and because 
for the core region, this expression also gives viscosities close 
to the gas viscosities used by other authors. 

Although the mass-dryness fractions X\ and x2 are convenient 
ratios in the equations described above, they are difficult to 
measure. Thus, for taking into account the mass exchange 
between the two regions, it is useful to introduce the entrain-
ment ratios ex and e2; e\ is the fraction of liquid entrained from 
the film (region 1) to the core region and e2 is the fraction of 
vapor entrained from the core (region 2) into the film region, 

mL2 {\-x2)m2 

mL (l-x)(mi + m2) 

e2 = 
max xymx 

mG x(m{ + m2)' 

(6) 

(7) 

2.1 The Void Fraction And Mass-Dryness Frac­
tion. Using the entrainment ratios just defined, it is possible 
to relate the void fraction to the mass-dryness fraction for each 
region, as well as for the whole flow. For region 1, using Eqs. 
(1), (6), and (7) together with the assumption that the average 
liquid and vapor velocities in each region are equal, it follows 
that: 

ALl' 
a. 

1 — «! 

and similarly for region 2. 

e2 (8) 

N o m e n c l a t u r e 

A 
c 

d 
e 

G 
I 

L 

flow area [m ] 
numerical factor for the shear 
stress [—] 
tube diameter [m] 
entrainment ratio [—] 
gravitational acceleration 
[m/s2] 
total mass flux [kg/m2 s] 
mixing length [m] 
length from inlet to the end of 
test section [m] 
region-1 power law exponent 

m 
n 
P 
r 

r0 
s 
u 
* 

V 

X 

X = 

mass flow rate [kg/s] 
region-2 power law exponent 
pressure [Pa] 
distance from the axis [m] 
pipe radius [m] 
distance along the axis [m] 
local velocity [m/s] 
friction velocity 
mass-dryness fraction [—] 
area-dryness fraction [—] 
inclination to horizontal [deg] 
power law exponent for single 
phase flow [—] 

¥• 
P 
T 

= dynamic viscosity [kg 
= density [kg/m3] 
= shear stress [N/m2] 

Subscripts 
G 
h 
L 

max 
s 
w 
T 
1 
2 

= gas phase 
= hypothetical quantity 
= liquid phase 
= maximum quantity 
= separation 
= wall 
= total 
= quantity for region 1 
= quantity for region 2 
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AG2 

AL2 

a2 

1 •0 (2 

l~g2 

ei 
(9) 

The void fractions for each region are defined from: 

ai=AGl/(AGl+ALl) (10) 

a 2 = - 4 G 2 / ( ^ G 2 + ^ L 2 ) ( H ) 

The a - x relationship for the whole flow involves the ve­
locity distribution; for this, the defining equations are power 
law relationships for turbulent flow, i.e., 

"max. l \ f"o 

u'-=[x-r-
wmax,2 I'h 

for rs<r<rB 

for 0<r<rs 

(12) 

(13) 

In these equations r0 is the radius of the pipe, rs the radius of 
the interface between regions 1 and 2, and rh is a hypothetical 
dimension used to specify the profile for the central region 2. 
The latter being the dimension of a hypothetical pipe will be 
correlated to the other two diameters r0 and rs by ensuring 
continuity of the flow as described next. 

The two parts of the velocity profile are matched by ensuring 
continuity of velocity at the interface, rs, from which the ratio 
of the maximum velocities is: 

1 - ^ 
r, 

wmax,2 

n, 

TTn- (14) 

An additional closure relationship is obtained when a contin­
uous shear stress distribution is taken at the interface. This 
shear stress is assumed to follow the PrandtPs mixing-length 
hypothesis (Schlichting, 1955) for fully developed flows from 
which, 

T = p / 2 
du 
dr' 

(15) 

where / is the Prandtl mixing length. A similar mixing-length 
hypothesis is used by Levy and Healzer (1981), where / is—as 
in single-phase flow—assumed to be exclusively a function of 
the distance from the walls. This was also considered to be 
valid in the works of Abolfad and Wallis (1986). Thus, equal 
mixing lengths are taken at the interface between the two re­
gions. From the application of Eq. (15) at the interface rs and 
by the use of Eqs. (12), (13), and (14), the following geometric 
relationship is derived: 

= 1+̂  Pp-l l . 
n AJPI \rs 

(16) 

The velocity distributions from Eqs. (12) and (13) can be 
also used for calculating the ratio of the mass-flow rates in 
the two regions, namely, the central core region against the 
region next to the wall: 

fv •r/rhY
lnrdr 

«."WW-xJ p(1_r/ro)i/-r<fr 
•'rs 

By inserting Eqs.(14) and (16) in Eq. (17) it is obtained: 

(17) 

m2 

m2 

2m+l\ (1 + l/m 

\2n+lJ \ l + l/« 
1 + l/M 

rh 
n + l 

m+\ 
r, + r0 

(18) 

From the definitions of the entrainment ratios (Eqs. (6) and 
(7)), the ratio of the total (liquid and vapor) mass-flow rates 
in each region is expressed as, 

/ w 2 _ ( l - e 2 ) . r + e i ( l - * ) 
rh, (l-el)(l-x)+e2x 

For obtaining the desired relationship between the overall 
void fraction a and the mass-dryness fraction x, a should be 
expressed in terms of the geometric parameters of the velocity 
profile. For the total void fraction, the left-hand side of Eqs. 
(8) and (9) are used from where: 

V o ' s / 

(20) 
1 

( l - a , ) + ( l - a 2 ) 

From Eqs.(8) and (9) the void fractions a, and a2 are ex­
pressed as function of the entrainment ratios e\ and e2 also, 
the hypothetical pipe radius rh is related to rs via Eq. (16). 
Hence, Eqs. (18) to (20) constitute an implicit relationship 
between a and x\ there is a unique solution for any value of 
a and x from zero to unity. The solution is found numerically 
by a standard mathematical routine which locates the zero of 
a function within a given interval after suitable values have 
been assigned to the entrainment ratios e{ and e2. These values 
can be also used in describing the character of the flow; thus, 
by setting the entrainment ratios to zero the two regions of 
the flow are assumed to be occupied only by the liquid or vapor 
phase. Similarly, if one of the entrainment ratios is set to unity 
all of the corresponding phase is assumed to be entrained into 
the other region as a homogeneous mixture of bubbles or 
droplets. 

2.2 Pressure Gradient. The axial pressure gradient is ob­
tained from the force-momentum equation. For steady, adi-
abatic flow in a pipe, inclined relative to the horizontal plane, 

_dp_4rw 

ds d 

where TW is the wall shear stress and the acceleration terms are 
neglected. For thin films a linear profile for the shear stress 
is assumed from which: 

-+ [apG + (1 -a)pL]g sin0 (21) 

?\v = Tf, 
rh 

(22) 

where 77, is the wall shear stress for the flow in a pipe with the 
radius rh, and for a fluid of density pj and viscosity ]L2. This 
is calculated from Schlichting (1955), as 

rh = 4 p2u2T 2c2 
UlT 

Mmax,2 

- 2 « / ( « + l ) 
p2 U2T 2rh 

ft! 

- 2 / ( n + l ) 

(23) 

In Eq. (23), u2T is the mean value of u2 integrated over the 
whole flow area with radius rh. The numerical factor c2 (c for 
single-phase flow) is usually defined from a dimensionless 
expression for the power law velocity profile i.e., 

— = c ( — I where v* = I— (24) 
v \ 11 J -\ p 

c is usually related to the power law exponent X. 
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Table 1 Single phase turbulence parameters 
Re 

4.0 -103 

2.3-10" 
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1.1 -106 

2.0-106 

\ = m 
6.0 
6.6 
7.0 
8.0 

10.0 

c 

7.81 
8.37 
8.74 

10.41 
• 11.53 
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Fig. 2 Local velocity profiles of Gill et al. (1964), at mL = 0.063 kg/s 
for air-water mixtures 

3 Turbulence Related Parameters 
The parameters introduced by the present model are the 

power law exponents m and n for the velocity profiles and the 
numerical factor c2 used in the evaluation of the wall shear 
stress. For single-phase flow these parameters are related to 
the Reynolds number. For flow in smooth pipes, the power 
law exponent varies according to Schlichting (1955), as shown 
in Table 1. In all calculations carried out here, the values of 
Table 1 for the exponent m in the film region has been used. 
These values were based on the Reynolds number for region 
1 where the average velocity was calculated by assuming that 
the film velocity profile was extended over the whole cross-
section of the pipe. 

For the power law exponent n in the core region the rough­
ness of the interface between the two regions is taken into 
account by choosing values suitable for pipe flow with a rough 
wall. Schlichting (1955), suggests that near a rough wall, the 
velocity gradient is less steep than in smooth pipes and that a 
power law exponent less than 6 seems to be more representative. 
In Fig. 2 are shown three representative velocity profiles from 
Gill et al. (1964), for air-water flows at low pressures under 
adiabatic conditions. 

The solid lines in Fig. 2 correspond to the profiles calculated 
with n in the interval between 2.7 and 4.1. The measured liquid 
entrainment ratios have been used in the calculations and zero 
vapor entrainment in the film region was assumed. For com­
parative reasons are also shown the profiles calculated by the 
model of Abolfadl and Wallis (1986). It is seen that the applied 
low values of n adequately describe the measured velocity 
profiles. 

For establishing a relationship between the power law ex­
ponent for the core region and the interfacial roughness, the 
velocity profile has been calculated iteratively for different 
values of n. The standard deviation between the experimental 
and the calculated velocity was checked, and for each exper­
imental case was found the value of n where the deviation 
became smallest. 

All the velocity profile data available to us have been used 

Lj 0.00 -̂  : . • L ^ i . 
C. 10000. 20000. 30000. 40000 50000. 

Fig. 3 Proposed correlation for the exponent n normalized against a 
single-phase exponent for gas flow with the same total mass flow rate 

10. 00 

EXPONENT n FOR THE VELOCITY PROFILE IN REGI0N-2 

Fig. 4 Proposed correlation for the c2 factor used in the shear stress 
calculations 

in this analysis; these being the data by Gill et al. (1964) for 
vertical air-water flows at low operating pressure and the data 
of Kirillov et al. (1973) for vertical steam-water flows at 6.86 
MPa. The optimized exponents are plotted in Fig. 3 as a func­
tion of the equivalent all-gas Reynolds number times the meas­
ured relative film thickness. The Reynolds number corresponds 
to all-gas flow, in the same tube, under the same operating 
conditions and with the same total mass-flow rate as that of 
the two-phase mixture. The power law exponent in Fig. 3 has 
been normalized by the exponents for single-phase flow, A, 
obtained from Table 1 by applying the same equivalent all-
gas Reynolds number. The experimental data seem to fit well 
the following expression 

H°4(aH)]-5; 

which is the solid line drawn in Fig. 3. 
In a similar way the numerical factor c2, in Eq. (23) has been 

evaluated from measured pressure gradients using the same 
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Table 2 Summary of the operating conditions 

Reference Mixture P 
MPa 

d 
mm 

L/d G 
kg/m2 

Gill et al., 1964 
Kirilov et al., 1973 
Whalley et al., 1974 
J. Wiirtz, 1978 

Air-water 
Steam-water 

Air-water 
Steam-water 

0.28 
6.86 
0.28 
7.0 • 

31.8 
17.0 
31.8 
20.0 

167 80-240 
275 500-1000 
167 80-800 
450 500-2000 

set of experiments as in Fig. 3. These values are plotted in Fig. 
4 against the corresponding power law exponent n. The solid 
line corresponds to the following relationship 

c2 = 1.24 (n- 1.9); for/z>2. (26) 

By comparison with Table 1 it is seen that the values for c2 

are lower than for smooth walls, indicating a larger shear stress 
caused by the rough interface and the entrained liquid. 

4 Comparisons With Experiment 
Aim of the experimental comparisons carried out, is to use 

the turbulence relationships proposed in Figs. 3 and 4 for 
predicting measured parameters related to annular dispersed 
flows. Comparisons have been made for air-water and steam-
water mixtures as indicated in Table 2, where the operating 
conditions for the experiments are summarized. These con­
ditions cover a wide range of operating pressures and total 
mass fluxes. These tests were performed in vertical tubes. 

For the calculations with the velocity profile model, the 
entrainment ratios defined in Eqs. (6) and (7) must be known. 
Several models are available in literature from which the liquid 
entrainment ratio can be estimated. However, the scope of 
present work is not to compare entrainment models, so meas­
ured values of liquid entrainment have been used where pos­
sible. For the calculations referring to Kirillov et al. (1973), 
the liquid entrainment ratio eu has been calculated according 
to the correlation proposed by Ishii and Mishima (1982). For 
the onset of liquid entrainment Ishii and Grolmes (1975), have 
proposed a criterion based on a force balance at the crest of 
roll waves; entrainment is taken in to account when the vapor 
volumetric flux exceeds a critical value. 

To the authors' knowledge, no correlation is available for 
estimating vapor entrainment in the liquid film. However, 
vapor entrainment phenomena have been mentioned by Hewitt 
and Dukler (1984). For demonstration purposes only, examples 
are given where the vapor entrainment ratio is taken to be a 
small portion of the total vapor mass-flow rate. 

4.1 Film Thicknesses. Film thicknesses calculated by the 
velocity profile model are shown in Fig. 5 for the conditions 
corresponding to the experiments of Whalley et al. (1974). This 
figure illustrates the influence, of vapor entrainment on the 
calculated film thicknesses and examines its importance es­
pecially for high mass-dryness fractions. Three different curves 
are given corresponding to vapor entrainment ratios of 0, 0.5 
percent, and 1 percent. From this figures it is seen that for 
mass-dryness fractions below 40 percent the calculated film 
thicknesses are closer to the values measured when we assume 
1 percent vapor entrainment ratio whereas, for higher mass-
dryness fractions the experimental film thicknesses are rea­
sonably well reproduced with a vapor entrainment ratio of 0.5 
percent. 

Calculations for the film thickness have been carried out for 
the experimental conditions stated in Table 2. The calculated 
results are plotted in Fig. 6 against measured values. No vapor 
entrainment is allowed in these calculations and there is a clear 
tendency for under-prediction. Similar results are shown in 
Fig. 7 but with 0.5 percent of the vapor entrained in the liquid 
film. The calculated film thicknesses are in this case more or 
less equally scattered along the line indicating agreement be­
tween predicted and measured values. 
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Fig. 5 Typical l i lm thickness data from Whalley et al. (1974), for air-
water mixtures at 0.28 MPa 

• : Gill rt al.(l')M) 
+ : Wliallcv rt M. ' !<)7i) 

* : Kirillov cl .-11.(1973) 
i = .1. Winlz (197S) 

0.001 0.01 
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Fig. 6 Comparisons between measured and calculated film thick­
nesses without vapor entrainment at the film region 

4.2 Pressure Gradients. The pressure gradients reported 
by J. Wiirtz (1978) for steam-water mixtures are shown in Fig. 
8 as function of the mass-dryness fraction. The solid curves 
in the figure represent the calculations by the velocity profile 
model with no vapor entrainment at three different mass fluxes. 
The dashed lines refer to calculations with 0.5 percent of the 
vapor entrained in the liquid film. The calculations show that 
the vapor entrainment has larger influence at higher mass flow 
rates and high mass-dryness fractions. 

Pressure gradients have been also calculated for the sources 
quoted in Table 2. For these, the measured values of film 
thickness have been used for calculating the value of the power 
law exponent n from the correlation proposed in Fig. 3. Figure 
9 shows the predicted pressure gradients against measured ones 
for the case with no gas entrainment. Good agreement is ob­
tained for the whole range of data examined. 

5 Conclusions 

The use of a compound power-law velocity profile is a fairly 
natural extension of the familiar single-phase power law profile 
in pipes. Such an extension received qualitatively support when 
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Whalleyet al. (197.1) 
KiriNov cl a].(I97;l) 
.1. Wiirtz (HITS) 

0. 01 0. 05 

MEASURED RELATIVE FILM THICKNESS 

Fig. 7 Comparisons between measured and calculated film thick­
nesses with vapor entrainment e2 = 0.5 percent 

MEASURED PRESSURE GRADIENT (BAR/M5 

Fig. 9 Comparisons between experimental and calculated pressure 
gradients using measured film thicknesses 

000 kg/m's 

G = 500 kg/m s 

Steam - Water Mixture 
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M A S S - D R Y N E S S F R A C T I O N 

Fig. 8 Total pressure gradients from Wiirtz (1978) for steam-water. The 
solid line is without vapor entrainment and the dashed line with e2 = 
0.5 percent 

measured and calculated radial velocity distributions are com­
pared, as in Fig. 2. 

The advantage of the velocity profile model described here 
is that for each characteristic phase it introduces distinct tur­
bulence parameters in analogy to single-phase flows. These 
parameters are, the power law exponent used in describing the 
radial variation of velocity, and the numerical factor c2 used 
for the calculation of the wall shear stress. These parameters 
are related to the turbulent flow conditions for the two different 
two-phase mixtures and suitable correlations for these param­
eters are proposed (Figs. 3 and 4). The variation of the pa­
rameters for the core region is different from what is known 
from single-phase flows. However, this is expected due to the 
different phenomenology of annular and dispersed flows. 

Comparisons with measured film thicknesses and pressure 
gradients are carried out for operating pressures of 0.28 and 
7.0 MPa for air-water and steam-water mixtures at different 
experimental facilities. For most calculations, experimental 
values of liquid entrainment ratios have been used. Due to the 

absence of information of vapor entrainment in the film region, 
only the sensitivity of the calculations has been examined by 
arbitrary varying this entrainment ratio. 

In general, the comparison presented here demonstrate that 
the idea of double velocity profiles which take into account 
the transverse velocity variation, can be safely used for pre­
dictions. These predictions require only the knowledge of a 
single flow parameter, provided that the liquid and vapor en­
trainment relationships to the mass-dryness fraction are known. 
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Comparison of Numerical and 
Experimental Results for a 
Turbulent Flow Field With a 
Longitudinal Vortex Pair 
A numerical simulation of a three-dimensional turbulent flow with longitudinal 
vortices embedded in the boundary layer on a channel wall is presented. The flow 
is described by the unsteady incompressible Reynolds averaged Navier-Stokes equa­
tions and the standard k-e turbulence model. A finite difference scheme based on 
the SOLA-algorithm is developed for the numerical solution of the governing equa­
tions. Comparison with the experimental data of Pauley and Eaton (1988 a, b) 
shows that the numerical computations predict the general characteristics of the 
flow correctly. Agreement to within 13 percent is obtained for the worst location 
in mean velocity fields. The average deviation of predicted mean streamwise velocity 
from the experimental data is 3.6 percent. 

Introduction 
Turbulent channel flows occur frequently in many heating 

and cooling devices. For example, in gas liquid or gas-gas heat 
exchangers, where extended surfaces in the form of fin plates 
are used extensively to reduce the thermal resistance on the 
gas side, the flow between two fin plates is turbulent in many 
applications. In order to enhance the heat transfer on the fin 
plates, longitudinal vortices can be introduced into the channel 
flows (Edwards et al., 1974; Fiebig et al., 1986). Longitudinal 
vortices promote mixing of the fluid between the near wall and 
the core region of the channel. This disturbs the boundary 
layer growth on the fin plates and thus enables high rates of 
heat transfer between the stream and the plates. 

The authors' group is engaged in numerical investigations 
of turbulent flows and temperature fields in channels with 
built-in longitudinal vortex generators. To this end, a computer 
code for laminar flow investigation has been expanded to in­
clude the computation of the turbulent flow. 

The purpose of the present work is: 

1) to validate the modified computer code for calculating 
three-dimensional turbulent flows in a channel with lon­
gitudinal vortices and 

2) to evaluate the k-e turbulence model in order to deter­
mine its adequacy for calculating such flows. 

To fulfill this purpose a well documented experiment of 
Pauley and Eaton (1988a,b) is simulated with the modified 
code. 

Description of the Computational Domain 
Experimental data sets for three-dimensional turbulent flows 

containing longitudinal vortex pairs have been presented by 
Pauley and Eaton (1988a,b). Figure 1 shows a schematic of 
their experimental facility. This facility had a 200 cm long test 
section and was operated at a nominal freestream velocity of 
Ue = 16 m/s. The test section was a constant area duct. The 
longitudinal vortex pairs were generated by a pair of half delta-
wing vortex generators mounted on the bottom wall. The half 
delta-wings had a height of 2 cm and a length of 5 cm. They 
were located 53 cm downstream of the inlet. The spacing be­
tween the two generators and their angles of attack were varied 
in the experimental study. The case with generator spacing of 
4 cm and an 18 degree angle of attack, which was referred to 
as the base case in Pauley and Eaton (1988a), is chosen for 
the present simulation. 

Measurements were presented by Pauley and Eaton (1988 
a, b) at four cross sections: x = 66, 97, 142, 188 cm (see Fig. 
1). The section x = 97 cm is selected as inlet of the compu­
tational domain, since there are no experimental data available 
for turbulence variables at the axial station x = 66 cm. The 
computational domain ends at the exit of the channel (x = 
200 cm). An enlarged cross sectional view of the channel is 
shown in Fig. 2. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
April 6,1992; revised manuscript received December 4,1992. Associate Technical 
Editor: T. T. Huang. Fig. 1 Schematic of experimental facility of Pauley and Eaton (1988) 
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The y-z plan of the computational domain is specified by 
the dotted lines in Fig. 2. This is the region from - 12 to 12 
cm in z(span)-direction and from 0 (bottom wall) to 6.5 cm 
(half depth of the channel) in j(vertical)-direction. 

The computational domain is restricted to such a dimen­
sions, because at the cross section x = 97 cm, the data of 
Pauley and Eaton are available only for this area. The flow 
simulation is performed only for a symmetric half of the do­
main, i.e., in z-direction from 0 to 12 cm because of the sym­
metry about the central plane of the duct (plane I). 

Governing Equations 

The Reynolds averaged Navier-Stokes equations in con­
junction with the eddy viscosity concept are used to describe 
the incompressible flow in the computational domain. These 
equations are written in a Cartesian tensor form as 
Continuity 

dUj 

dXj 
= 0 (1) 

DU, 
Q —_ 

Dt 

dp + d 

dXj dXj 

/dUi dU\ 2 , „ 
(2) 

where the turbulent viscosity n, is given by: 

H, = cflpk2/e (3) 

The turbulence kinetic energy k and its dissipation rate e are 
computed from the standard k-e model of Launder and Spald­
ing (1974): 

Dk d /n, dk 

Dt dx,- \ak oXjl 

Dt H, de 
+ C\ T G - C2 p 

" Dt dxi \a6 dxtj k ' " k 

G denotes the production rate of k which is given by: 

G- = Mr 
dUj dUj\ dUj 

dxj dXj) dXj 

(4) 

(5) 

(6) 

The standard constants are employed: 

:, = 1.44, C2 = 1.92, ak= 1.0, a. cM = 0.09, C, 1.3 

Boundary Conditions 

The measured data of Pauley and Eaton (1988a) for three 
velocity components, k as well as e at the cross section x = 
97 cm are utilized as inlet profiles of these variables for the 
computational domain. 

The boundary conditions for the outlet and the other four 
boundary planes of the domain shown in Fig. 2 are treated as 
follows: 

A - A 

F 12 cm 

1 

' / / / • / / / / / / / / / / / / . 

'IT 
- 12 cm • 

1 n H 6 . 5 cm/ 
IV U-

777/ 

/' 1777777777777777777. 

outlet: 

Fig. 2 Cross section of the computational domain 

df 
dx 

= 0; f=[U, V, W,k,e] 

df plane 1,111: W=Q; -r- = 0, f={U,V,k,e] 
dz 

plane II: K=0: 
9f 
dy 

= 0, f=[U, W,k,e\ 

plane IV: V=0; wall functions for U, W, k, and e. 

The wall functions given in Launder and Spalding (1974) 
are used to bridge the near wall region: 

PUpC
l»kj?K 

In (Ey+) 

where 

r 

(7) 

(8) 

andK = 0.42, £ =9.0. 
The subscript p refers to the grid point adjacent to the wall. 

The production rate of k and the averaged dissipation rates 
over a near wall cell for the ^-equation as well as the value of 
e at point p are computed, respectively, from 

; = — edy-
yP Jo 

r * 
wyP 

^,3/4^3/2 

«-yP 

t.3/2 
3/4 KP 

" «yP 

In (Ey+) 

(9) 

(10) 

(11) 

Numerical Details 

A numerical procedure, based on the SOLA algorithm (Hirt 
et al., 1975), was modified by the authors' group for the in­
vestigation of the velocity and temperature fields in three di­
mensional laminar channel flows with longitudinal vortex 

N o m e n c l a t u r e 

ci> C2, 
E 

f 
G 

H 
k 
P 

Re 

constants in k-e model 
constant in the law of 
the wall ( = 9.0) 
dependent variables 
production of turbulence 
kinetic energy 
channel height 
turbulence kinetic energy 
static pressure 
Reynolds number 

pUeH\ 

2fi I 

t = 
u = 
ue = 
u, = 
V = 

w = 
X = 

X) = 

V = 
v+ = 
z = 

time 
streamwise mean velocity 
freestream velocity 
mean velocity 
mean velocity in vertical 
direction 
spanwise mean velocity 
streamwise coordinate 
Cartesian coordinates 
vertical coordinate 
wall coordinate 
spanwise coordinate 

K = 

/* = 
/*/ = 
P = 

Ok = 

Ot = 

Tw -

fi* = 

dissipation rate of turbu­
lence energy 
von Karman constant 
molecular viscosity 
turbulent viscosity 
density 
turbulent Prandtl num­
ber for diffusion of k 
turbulent Prandtl num­
ber for diffusion of e 
wall shear stress 
streamwise vorticity 
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- 1 . 0 U/Ue 

Fig. 3(a) 

Fig. 3(b) 

Fig. 3 Vector plots ot secondary flow at different cross sections dem­
onstrating transport and extent of the vortices, 
(a) Experimental data of Pauley and Eaton; (b) computed results 

generators (Fiebig et al., 1989). In the present work, this pro­
cedure has been extended to solve turbulent problems. 

The SOLA algorithm solves the time dependent Navier-
Stokes equations directly for the primitive variables by ad­
vancing the solution explicitly in time. The modification used 
here retains the solution route of the SOLA algorithm; an 
explicit time step for the momentum equations is followed by 
an implicit, iterative pressure and velocity upgrading. Since 
the flow field is uncoupled from the temperature field, they 
are determined in the following four steps: 

1) A new velocity field is determined for the new time step 
from the momentum equations with use of velocity, 
turbulence variables (k and e) and pressure at the old 
time; 

2) The updated velocity field is corrected to obtain the 
pressure field at the new time step by an iterative pro­
cedure with aid of continuity equation until a divergence 
free velocity field is reached within a prescribed toler­
ance; 

3) The fields of turbulence variables are updated using their 
old time values and velocity field at the new time step; 

SOLA is a time-marching method which can compute both 
unsteady and steady flows. The solution of the steady Navier-
Stokes equations are obtained when the time gradients of the 
dependent variables become negligibly small. Then the com­
putation is declared to converge to the steady solution. In this 
work as the convergence criterion for steady flow the maximum 
time gradient of dependent variables max {Af/At} in the whole 

computational domain has been considered. Here A/denotes 
the iteration difference of the dependent variables between two 
consecutive time levels and At denotes the advancing time step, 
respectively. For a converged (i.e., steady) solution the max {A// 
At] is chosen to be less than 10~3. 

In order to determine the time step At numerical stability 
conditions for advective and diffusive flows have been con­
sidered and the time steps At have been calculated from the 
allowable Courant number and the diffusion number in the 
whole domain, see Hirt et al. (1975). The lowest value of thus 
obtained At multiplied by a safety factor (0.5) has been used 
for the explicit time-marching of the momentum equations. 
The chosen nondimensional Af generally lies between 10 and 
10~3. If as convergence criterion At is used instead of (Af/At) 
this Af in present calculations will lie between 10 "5 and 10" . 
Since only steady flow results are obtained, the influence of 
At on the computations is of no importance. 

The numerical mesh for the computational domain com­
prised of 70 x 15 x 26 grid nodes in the x, y, and z directions. 
The CPU run time for the present simulation on a SUN 
4/260 workstation is 1627 min. This corresponds to 0.0011 
CPU sec for 1 grid point/iteration on this computer. 

A great difficulty in turbulent flow computation is to assess 
and to attribute errors arising from the turbulence models and 
from the numerical approximation of the governing equations. 
Seldom the error in a numerical solution can be accurately 
evaluated. For assessing the accuracy of turbulence models, 
grid refinement is usually employed to reduce numerical error. 
However, it is always very costly. The grid-independency of 
the numerical simulation could not be studied in this work 
because of the limited computer capacity. However, compu­
tations in a similar geometry for laminar flows with grids of 
13 X 13 x 13, 26 x 26 x 26 and 52 x 52 x 52 have been 
carried out and grid independent average Nusselt number and 
apparent friction factor on the fin have been obtained by 
Richardson extrapolation. Results show that these grid inde­
pendent qualities differ from the corresponding coarse grid 
value by less than 15 percent and from the fine grid value by 
less than 3 percent, see Giintermann (1992). 

- Results and Discussion 
The flow is simulated for a Reynolds number of ReH/2 = 

" 67000, based on half height of the channel. The experimental 
~ data of Pauley and Eaton (1988) and the numerical prediction 
* are compared in Fig. 3 to Fig. 7. 
1 Pauley et al. determined that the uncertainty in their mean 
f velocity measurements was within 5 percent (1988 a, p. 60). 
- The postprocessing of both the experimental data and the 
f computational results are performed with a program developed 

by the authors' group. Vector plots of the secondary flow and 
) streamwise velocity and vorticity contours are shown in Fig. 

3, Fig. 4, and Fig. 5, respectively, where the experimental data 
1 are presented in (a) and the computed results in (b). 

The secondary velocity vectors in Fig. 3 provide a view of 
s the vortex transport in the flow and the secondary flow strength 

and its decay in the different regions of the cross sections. A 
e qualitative good agreement can be confirmed by comparing 

the experimental data and the numerical results in Fig. 3. The 
strength of the secondary flow in the vortex core, however, is 

r under predicted. 
In Fig. 4 (a) isolines of the streamwise velocity illustrate the 

i strong interaction between the vortices and the boundary layer. 
The boundary layer is thinned in the downwash region where 

e the secondary flow is directed towards the wall and thickened 
in the upwash region where the secondary flow is directed away 

s from the wall. The vortices diverge as they move downstream, 
a producing an ever widening region of boundary layer thinning 
e between them. As indicated in Fig. 4 (b), all these essential 
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Fig. 4(a) 
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Fig. 4(D) 

Fig. 4 Contours of streamwise velocity at different cross sections 
showing the interaction between the vortices and the boundary layer, 
(a) Experimental data of Pauley and Eaton; (b) computed results 
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Fig. 6 Streamwise velocity profiles at axial station x = 142 cm. 
experimental data of Pauley and Eaton 
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Fig. 7 Streamwise velocity profiles at axial station x 
experimental data of Pauley and Eaton 
computed results 

188 cm. 

phenomena of the flow field are also captured by the simu­
lation. 

The structure and strength of the longitudinal vortices are 
demonstrated by the contours of streamwise vorticity Qx in 
Fig. 5. The streamwise vorticity is defined as 

dW dV 
n , = — - — (12) 

ay dz 
A comparison between (a) and (b) of Fig. 5 reveals that the 

decay of the peak vorticity in the center of the vortex is faster 
in the computation than in the experiments. On the other hand, 
Fig. 5 shows that the positions of the vortex core at the two 
downstream cross sections x = 142 cm and x = 188 cm are 
well predicted. 

The flattening of the vortex shape at the two downstream 
sections is more prominent in the numerical simulation than 
in the experiments. This is supposed to be a consequence of 
the used zero normal convection condition at the boundary 
plane II. 

Figures 6 and 7 compare the computed and experimental 
profiles of normalized streamwise velocity at five spanwise 
locations. In Fig. 6 the five spanwise locations at z = 0.5, 4.5, 

Fig. 5 Contours of streamwise vorticity at different cross sections , , „ _ , , , , , . , , 
showing positions of the vortex core and the decay of the peak vorticity. 6-5> 9.0, and 11 cm represent the central region, downwash 
(a) Experimental data of Pauley and Eaton; (o) computed results region, region of vortex core, upwash region, and outer vortex 
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region of the cross section at x = 142 cm, while in Fig. 7 the 
spanwise locations at z = 0.5, 6, 8, 10, and 11 cm stand for 
these five regions of the cross section at x = 188 cm. 

In the central region (z = 0.5 cm) of the cross section at x 
= 142 cm, where the boundary layer is thinned significantly 
by the lateral divergence of the vortices (see Fig. 4), the velocity 
profile shows a usual two-dimensional distribution and is well 
predicted by the computation. In the vortex core (z = 6.5 cm) 
the boundary layer is strongly distorted and the streamwise 
velocity deficit is not correctly reproduced by the simulation 
(4 percent deviation). Below the vortex core (aty = 0.25 cm, 
0.75 cm, 1.25 cm) a good agreement is observed. At the span-
wise location z = 9 cm (upwash region) a large deviation (12.9 
percent) is found in the vicinity of the wall. Similar behavior 
is observed at the axial station x = 188 cm (Fig. 7). The largest 
deviation (13 percent) of computed streamwise velocity from 
the experimental data of Pauley and Eaton (1988 a) appears 
at the position x = 188 cm, y = 0.25 cm, z = 11 cm. 

Concluding Remarks 
Although k-e model is questionable for highly vortical flows, 

the comparison between measurements of Pauley and Eaton 
(1988a,b) and present computed results for the mean velocity 
field shows that the interaction of the longitudinal vortices 
with the boundary layer within a turbulent channel flow is 
captured qualitatively correctly by the numerical simulation. 
Agreement with the measured data to within 13 percent is 
achieved at the worst location. The root mean square deviation 
between predicted mean streamwise velocity and measured data 
is 3.6 percent. In general, the prediction is very good where 
the boundary layer is not severely distorted by the vortices. In 
regions where there is significant secondary flow the simulation 
does not accurately reproduce the velocity distribution. 

Acknowledgment 
J. X. Zhu is glad to acknowledge the scholarship of German 

Aerospace Research Establishment (Deutsche Forschungsan-
stalt fur Luft- und Raumfahrt). Thanks go also to Prof. John 
K. Eaton for providing their data tape for the comparison of 
the results. 

References 
Edwards, F. J., and Alker, C. J. R., 1974, "The Improvement of Forced 

Convection Surface Heat Transfer Using Surface Protrusions in the Form of 
(A) Cubes and (B) Vortex Generators," Proceedings of the 5th International 
Heat Transfer Conference, Vol. 2, pp. 244-248. 

Fiebig, M., Kallweit, P., and Mitra, N. K., 1986, "Wing Type Vortex Gen­
erators for Heat Transfer Enchancement," Proceeding of the 8th International 
Heat Transfer Conference, Vol. 6, pp. 2909-2914. 

Fiebig, M., Brockmeier, U., Mitra, N. K., and Guntermann, Th., 1989, 
"Structure of Velocity and Temperature Fields in Laminar Channel Flows with 
Longitudinal Vortex Generators," Numerical Heat Transfer, Part A, Vol. 15, 
pp. 281-302. 

Guntermann, Th., 1992, Dreidimensionale stationareund selbsterregt schwin-
gende Stromungs- und Temperaturfelder in Hochleistungsiibertragern mit Wir-
belerzeugern, Dissertation, Institut fur Thermo- und Fluiddy-namik, Ruhr-
Universitat Bochum, Germany, p. 138. 

Hirt, C. W., Nichols, B. D., and Romero, N. C, 1975, "SOLA—A Numerical 
Solution Algorithm for Transient Fluid Flows," Los Alamos Scientific Labo­
ratory Rept. LA-5652, Los Alamos, NM. 

Launder, B. E., and Spalding, D. B., 1974, "The Numerical Computation 
of Turbulent Flows,'' Computational Methods for Applied Mechanics and En­
gineering, Vol. 3, pp. 269-289. 

Pauley, W. R., and Eaton, J. K., 1988 a, "The Fluid Dynamics and Heat 
Transfer Effects of Streamwise Vortices Embedded in a Turbulent Boundary 
Layer," Rept. MD-51, Thermosciences Division, Department of Mechanical 
Engineering, Stanford University. 

Pauley, W. R., and Eaton, J. K., 1988 b, "Experimental Study of the De­
velopment of Longitudinal Vortex Pairs Embedded in a Turbulent Boundary 
Layer," AIAA Journal, Vol. 26, No. 7, pp. 816-823. 

274/Vol . 115, JUNE 1993 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



A. Ihara 
Associate Professor. 

Hideo Watanabe 
Research Associate. 

Hiroyuki Hashimoto 
Professor. 

Institute of Fluid Science, 
Tohoku University, 

Sendai, Japan 

Hydraulic Forces Acting on a 
Circular Cylinder With Surface 
Source of Minute Air Bubbles and 
Its Cavitation Characteristics 
Experiments are performed by using two circular cylinders made of porous filter 
material, that is, bronze sintered compact, with a different filter size, respectively, 
in a water tunnel. The effects of minute air bubbles injected from the surface of 
the circular cylinder into its boundary layer on its hydraulic force characteristics are 
investigated over the Reynolds number (1.2-4.2) X 1&, changing the airflow rate 
of bubble injection. The pressure distributions on the porous cylinders are also 
measured. Their cavitation characteristics are studied, too. Compared with a smooth-
surface cylinder, the critical Reynolds numbers of the porous cylinders decrease 
owing to the increase in the surface roughness caused by the bronze particles which 
compose the sintered compact. The effects of the bubble injection on the hydraulic 
force characteristics are different according to the size of the bronze particles. Though 
a little difference is recognized, the hydraulic force characteristics show a similar 
tendency in both cases of bubble injection and cavitation occurrence. 

Introduction 
The effect of air bubbles introduced into a free stream of 

water past a circular cylinder on the hydraulic forces has been 
studied by Yokosawa et al. (1986) and Watanabe et al. (1990). 
A large reduction in the drag coefficient and a change of the 
pressure distribution were detected in the low critical flow 
range, even if a very small quantity of air bubbles were intro­
duced (Watanabe et al., 1990). This could be attributed to 
earlier transition in the boundary layer. Such a remarkable 
effect cannot be found in the supercritical flow range, because 
the form drag occupies the most part of the total drag. It is 
very difficult for bubbles to approach the immediate vicinity 
of the model surface when the bubbles are introduced into the 
main stream. Instead, we can expect the greater influence on 
the hydraulic force acting on a test body if the bubbles are 
injected under the boundary layer. As the authors are aware, 
nobody has reported the hydraulic characteristics or phenom­
ena when the air bubbles are injected from the model surface. 
The purpose of this research is to investigate the hydraulic 
characteristics acting on the test body with surface injection 
of air bubbles and to compare the results with those obtained 
in cavitating conditions, because the phenomena caused by air 
injection has been found to be similar to those caused by 
cavitation (Silberman and Song, 1961). 

Circular cylinders are selected as a test model because we 
can easily get the suitable materials to make the test model. 

Contributed by the Fluids Engineering Division for publication in the. JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
July 23, 1991; revised manuscript received January 9, 1993. Associate Technical 
Editor: A. Prosperetti. 

They are made of porous filter material, that is, bronze sintered 
compact, each with a different filter size. Experiments are 
conducted over the Reynolds number 1.2x 105~4.2x 105. 

Experimental Equipment 

Water Tunnel. The water tunnel, which is described in 
detail by Murai and Ihara (1986), is of closed-return type and 
has a square test section have a height of 305mm and a width 
of 100mm as shown in Fig. 1. This water tunnel has a large 
reservoir (4m in diameter and 6m in height) to remove air 
bubbles contained in working water and thus the air bubbles 
injected from the surface of a test cylinder scarcely return to 
the test section. The velocity profile at the mid-height of the 
test section has been found to be uniform within the range of 
±0.3 percent outside the boundary layers on both side walls 
when measured via Pitot traverse method. The thickness of 
the boundary layer is about 5mm on each side wall. The tur­
bulence intensity in the direction of the free stream is about 
0.1 percent at lO.Om/s. The force coefficient and the local 
pressure coefficient are calculated in terms of an average ve­
locity over the full span of the test section and the velocity 
outside the boundary layers, respectively. The temperature of 
the water ranges from 295 K to 302 K. 

Test Circular Cylinders and Force Balance. Three circular 
cylinders are prepared. Each has a diameter d = 30mm and 
a length / = 100mm. Their aspect ratio and blockage ratio are 
about 3.3 and 0.1, respectively. The first is a smooth-surface 
cylinder, made of brass, with a surface average height of 0.2/xm 
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Fig. 3(a) For the measurement of force

Fig. 3(b) For the measurement of surface pressure distribution

Fig. 3 Detail draWing of a porous cylinder
(b) 20llm porous cylinder(a) 2"m porous cylinder

PressureI V Regulator

Needle valve/U_I*/}--..,.A_i_r

Rotameter

Plane View

Fig. 1 Schematic diagram of the test section and control system of
airflow rate

---------j;jl------ BE

Fig. 2 Surface construction of the sintered bronze compact. (a) 21'm
porous cylinder; (b) 20l'm porous cylinder

after polished. The other two circular cylinders are of bronze
sintered compact, available as a filter material. They have wall
thickness of 2mm and nominal filter size of 2/Lm and 20/Lm,
respectively. Hereafter, they will be called 2/Lm porous cylinder
and 20/Lm porous cylinder, respectively.

The surface construction of the bronze sintered compact is
shown in Fig. 2. From the measurements with a microscope,
the mean diameter of the bronze particles which compose each
cylinder is estimated to be (50 ± 3)/Lm and (200 ± 20)/Lm, re­
spectively. The porosity of the bronze sintered compact is about
35 percent for both cylinders. Its permeability is about 5 darcys

(0.5 X 1O-7cm2) for the 2/Lm porous cylinder and about 20
darcys (2.0x 1O-7cm2) for the 20/Lm porous cylinder.

Two models are prepared for each cylinder; one for the force
measurement (Fig. 3(a» and the other for the measurement of
surface pressure distribution (Fig. 3(b». As shown in Fig. 3,
a brass tube is inserted into the porous cylinder to reinforce
it, serving to introduce compressed air as well. The compressed
air is sent out into the boundary layer through pores in the
porous wall in the form of minute air bubbles. The airflow
rate is measured with a rotameter as shown in Fig. 1.

The force acting on the test cylinder is measured with a
cantilever force balance of strain-gauge type, as shown in Fig.
3(a). The balance fitted with the test cylinder has a resonant
frequency of about 340Hz for the 2/Lm porous cylinder, 360Hz

Nomenclature -------- _

length of a circular cylin- Greek symbols
A frontal area of a circular der (m) P - kinematic viscosity of

cylinder normal to the p static pressure on the water (m2/s)
direction of an undis- model surface at () (N/ p density of water (kg/m3

)
turbed flow = ld (m2

) m2
) () azimuthal angle meas-

CD drag coefficient = 2DI Pv vapor pressure of water ured from the forward
(pUoo2A ) = CDmean + C~ (N/m2) stagnation point (deg.)

CL lift coefficient = 2LI Poo undisturbed pressure (NI (J - cavitation number
(pUoo2A ) = CLme"n + C~ m2

) 2(poo - Pv)1(p U~)
Cp pressure coefficient = Qoo volumetric airflow rate at

2(p - poo)/(pUoo2) Poo and Too (m 3/s) Subscripts
CQ volumetric airflow ratio Re Reynolds number = mean mean value

= QoolAUoo Uoodlp min minimum value
D,L drag, lift (N) St reduced peak frequency i inception of cavitation

d diameter of a circular of fluctuating lift = jdl RMS root-mean-square value
cylinder (m) Uoo of a fluctuating compo-

j peak frequency of fluc- Too undisturbed temperature nent
tuating lift (Hz) of water (K)

Othersks Nikuradse's sand-grain Uoo undisturbed flow velocity
roughness (m) (m/s) , (prime) = fluctuating component
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log(Re) 

Fig. 4 Definition of flow range around a circular cylinder 

for the 20/xm porous cylinder and 400Hz for the smooth-sur­
face cylinder in free space. 

The cylinder for the measurement of the pressure distri­
bution has an orifice of 0.5mm in diameter on its surface 
located at the center of its span, as shown in Fig. 3(b). It can 
be turned freely around its longitudinal axis. The orifice is 
made in the porous wall of the cylinder. Owing to the perme­
ability of the porous material, the effective diameter of the 
orifice has a possibility to be different from the geometric one. 
The detected pressure could contain the effects of the pressure 
surrounding the orifice. We regard, however, that the detected 
pressure should primarily show the mean pressure at the orifice. 
The pressure is led to a differential pressure transducer of 
strain-gauge type through a fine copper tube (1.5mm outside 
diameter, 0.7mm inside diameter) buried in the wall of the 
cylinder. 

The permeability of the porous material will also affect the 
hydraulic characteristics of the cylinder owing to a flow of 
water through the porous wall. A brief description on this 
problem is given in Appendix A. Correction for the effect of 
the interference of the tunnel walls is not performed. Further 
test descriptions such as tunnel velocity, tunnel pressure meas­
urements, and data analysis are given by Murai and Ihara 
(1986), Ihara (1986), and Watanabe et al. (1990). The exper­
imental uncertainties quoted in the figure captions have been 
obtained by the method of ANSI/ASME standards (ANSI/ 
ASMEPTC 19.1, 1985). 

Results and Discussions 
In the following, the flow range around the circular cylinders 

will be divided into four parts, as shown in Fig. 4, based on 
the curve representing the drag coefficient as a function of 
Reynolds number. This depends on the definition of Roshko 
(1961). 

Fully Wetted Characteristics of Hydraulic Forces. In order 
to make a comparison, the mean drag coefficients C a ^ n and 
the reduced peak frequencies St of the fluctuating lift against 
the Reynolds number Re in fully wetted conditions are meas­
ured and shown in Fig. 5. 

Critical Reynolds numbers of the porous cylinders decrease 
owing to the effect of the increased surface roughness caused 
by the bronze particles. For the 2/tm porous cylinder, it is 
noted that the critical flow range lies over Re = 1.2— 1.6 x 105 

and the supercritical flow range over Re= 1.6~4.2x 105. 
Achenbach (1971) investigated the influence of surface 

roughness on the cross flow around a circular cylinder. His 
results, uncorrected for blockage effects, for the roughness 
parameters of ks/d = 900 x 1 0 s , 450 x 10~5 and HOx 10~5 

are also shown as solid bold curves in Fig. 5(a). In our case, 
the mean diameter of the bronze particles which compose the 
2fim porous cylinder is about 50/im, which results to a rough­
ness parameter ks/d—170 x 10 "5 if the equivalent roughness 
to the sand-grain is assumed to be the diameter of the bronze 
particle. Compared with Achenbach's result of ks/d = 
110 x 10"5, this estimation of ks/d is considered reasonable as 
shown in Fig. 5(a). 

ks/d=90QXlO"5 20flm Porous Cylinder 

\ B ° J" ° B 

L&— 

2Wm Porous Cylinder 

Achenbach(1971) 

R e f X K T 5 ) 

Fig. 5(a) CDmean 

2/im Porous Cylinder 

" ^ AA A A A A 

o Ajq^CLrn—•ctttnSi 

Smooth-surface' 
Cylinder 

I I 
20/im Porous Cylinder 

Fig. 5(b) St of fluctuating lift 

Fig. 5 CDmea„ and St of fluctuating lift of test circular cylinders (Un­
certainty in Re = ±0.04 x 105, in Cft„Mn = ±0.05, in St = ±0.01) 

The mean drag coefficients Cflmean of the 20fim porous cyl­
inder (C0mean= 1.2—1.4) are larger than those of other test 
cylinders and scarcely change with Re. This indicates that the 
flow past the 20/*m porous cylinder is in the transcritical flow 
range over the entire range of these measurements. It can be 
seen from Fig. 5(a) that the roughness parameter ks/d of the 
20ftm porous cylinder lies between 450x 10~5 and 900x 10~5 

from the comparison with the Achenbach's measurements. The 
result is reasonable, too, because the bronze particle of the 
20^m porous cylinder has a diameter of about 200/^m, which 
corresponds to ks/d~610x 10"5. From these, it can be con­
cluded that the estimation of the surface roughness in terms 
of the grain size is appropriate. 

A reduced peak frequency, St, obtained from the auto-power 
spectra of CL is plotted in Fig. 5(b). For the smooth-surface 
cylinder, St is about 0.2 in the subcritical flow range and 0.5 
in the supercritical flow range. These values are almost coin­
cident with those obtained by Schewe (1983) in a wind tunnel. 
The reduced peak frequency St of the 2^m porous cylinder at 
R e - 2 . 0 x 105 is about 0.25, which is larger than the value of 
the smooth-surface cylinder. It decreases with an increase in 
Re and asymptotically reaches the value of the smooth-surface 
cylinder in the subcritical flow range. On the other hand, St 
of the 20/tm porous cylinder remains constant and almost 
agrees with the value measured by Schewe (1983) for the 
smooth-surface cylinder in the transcritical flow range. The 
peak in the auto-power spectra of CL is very distinct. 

Root-mean-square (RMS) values of c'L and C'D, denoted by 
Q,RMS and C"oRMS respectively, increase with an increase in the 

nominal filter size, that is, surface roughness. 

Effects of Air Injection on Hydraulic Forces and Pressure 
Distributions. Figures 6 and 7 show the hydraulic force char­
acteristics for the porous cylinders versus the non-dimensional 
airflow rate CQ at R e - 2 . 0 x 105 and 3.4x 105. Typical bubble 
flow visualization around the 2^m porous cylinder are shown 
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Fig. 6(a) Re = 2.04x106 
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Fig. 7(a) Re = 2.07x105 

1.0 1.5 
CQ(%) 

Fig. 6(b) Re = 3.40x105 

Fig. 6 Hydraulic force characteristics of the 2pm porous cylinder with 
air injection (Uncertainty in C0 = ±0.1, in CLme]m, C^^ = ±0.05, in 
St = ±0.01) 
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Fig. 7(b) Re = 3.46x105 

Fig. 7 Hydraulic force characteristics of the 20pm porous cylinder with 
air injection (Uncertainty in Ca = ±0.1, in Ctmea„, CDmean = ±0.05, in 
St = ±0.01) 

in Fig. 8. The corresponding pressure distributions are shown 
in Figs. 9 and 10. 

2\x.m Porous Cylinder. At Re = 2.04 x 105 (Fig. 6(a)), where 
the fully wetted flow is regarded to be in the middle of the 
supercritical flow range according to the experimental curve 
in Fig. 5(a), CDmtan, C'LRMS, and C'DRMS increase with airflow 
rate until they reach their maxima at CQ—0.6 percent and then 
decrease gradually. On the other hand, St scarcely varies with 
airflow rate. As shown in Fig. 8, air bubbles are much dis­
tributed in the upper part of the wake by buoyancy on the 
bubbles because of the low flow velocity (U„,~6.0m/s). The 
wetted area on the lower surface of the cylinder is larger than 
that on the upper surface, and a relatively large downward 
lift, such as Cirnean— -0 .3 , is detected. The air bubbles are 
observed to flow out in the neighborhood of the minimum 
pressure regions. 

The pressure distributions around this Reynolds number are 
shown in Fig. 9(a). Each curve corresponds to CQ = 0.0 per­
cent, Cg = 0.6 percent at which C/̂ ean is maximum, and 
CQ— 1.3 percent at which CDmean is in decrease. At CQ = 0.0 
percent, the separation bubble usually found on a smooth-
surface cylinder in the supercritical flow range cannot be found. 
The flow separates at almost 105° from the forward stagnation 
point. 

In the case of air injection, the pressure distribution on the 
upper surface is different with that on the lower surface, be­
cause of the asymmetry of the flow field due to the buoyancy 
effect described above. The difference becomes remarkable 
with an increase in CQ. 

In Fig. 9(a) it is indicated that the base pressure at CQ~0.6 

percent is much lower than that at other airflow rate. This 
fact explains why Comum takes a maximum at such an airflow 
rate. 

At Re-3.4x 105 (Figs. 6(b) and 9(b)) where the flow state 
at the fully-wetted condition is regarded to be in the upper 
supercritical flow range, C£mean and CLRMS are on the increase 
even if CQ reaches its maximum. The reduced peak frequency 
St is almost constant for all airflow rates. The asymmetry in 
the flow between the upper and lower surfaces is improved 
slightly and the downward lift decreases. When air bubbles 
are injected, the average base pressure decreases less than that 
at the fully-wetted condition. The mean drag coefficient Com^ 
increases as well as at Re = 2.04 x 105. This explains why Q^ar, 
at the fully wetted condition takes a lower value than those at 
the air injection. 

20\im Porous Cylinder. In Fig. 7 are represented the force 
characteristics of the 20/zm porous cylinder with air injection. 
At the fully wetted condition, both flow states will be trans-
critical as recognized from Fig. 5(a). In contrast with the 2̂ ,m 
porous cylinder, Comnan and CLRMS decrease monotonously 
with an increase in CQ. The root-mean-square value of the 
fluctuating-drag coefficient CDRMS and the reduced peak fre­
quency St are almost independent on CQ. The absolute value 
of CDmean is small. The pressure distributions at Re ~ 1.86 x10 
and 3.12x 105 are shown in Fig. 10. The minimum pressure 
and the base pressure slightly decrease with an increase in Re. 
Achenbach (1971) has reported the pressure distribution of the 
circular cylinders with various surface roughness at various 
Reynolds numbers. Our pressure distributions measured with 
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Fig. 9 Pressure distribution around the 21'm porous cylinder (Uncer·
tainty in Cp = ±0.05, in 0 = ±0.5 deg)

Fig. 10 Pressure distribution around the 20l'm porous cylinder at
Re = 1.86 x 10' and Re = 3.12 x 10' (Uncertainty in Cp = ± 0.05, in 0 =
±0.5 deg)
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the porous cylinders at the fully-wetted condition indicate the
same tendency with his results for the effects of both the
Reynolds number and surface roughness. In the case of air
injection, the rise in the base pressure can be found at both
Reynolds numbers, and gets higher as the airflow rate is pro­
gressively increased. This produces the change of CDmean as
shown in Fig. 7.

In conclusion, in the transcritical flow range, in contrast
with the supercritical flow range, the air injection induces the
increase in the base pressure of the test cylinder, so that CDmean

decreases.

Cavitation Characteristics of the Test Cylinders. The flow
field around the test cylinder visualized by injected air bubbles
and its hydraulic force characteristics are found to be quite
similar to those observed by lhara (1986) when cavitation oc­
curs on a smooth-surface cylinder. This provided the moti­
vation here to conduct cavitation tests in order to investigate
the similarity between air injection and cavitation.

Surface irregularities can affect the fully-wetted boundary
layer, and in turn the inception and development of cavitation.
The effects of surface irregularities on cavitation characteristics
of various test bodies have been studied by many investigators,
e.g., Borden (1966), Holl (1960), Benson (1966), Numachi et
al. (1965a and 1965b), Numachi (1967) and so on. As far as
the present authors know, however, nobody has reported on
the performance of a cavitating circular cylinder with large
surface roughness.

The experiments are conducted in the range of the cavitation
number (J from the fully-wetted condition to the one where
the mean cavity length is almost the same with the length of
the bubble filled region behind the test cylinder at the maximum
CQ • The Reynolds number Re selected for the test is
(3.43 - 3.66) x 105, and it corresponds to the supercritical flow
range for the smooth-surface cylinder, upper supercritical one

Fig. 8 Instantaneous photographs of the flow around the 21'm porous
cylinder with air injection at Re=2.04 x 10', U~=6.0m/s, ,,=8.7
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Fig. 11 Hydraulic force characteristics of the smooth-surface cylinder
in cavitation at Re '" 3.66 x 105 (Uncertainty in (J = ±0.05, in CLm.,.. CDm.,"

= ±0.05, in St = ±0.01)
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Fig. 12 Cavitalion appearance on the 2j<m porous cylinder at
Re =3.43 x 1Os, U~ '" 9.9m/s

for the 2f-Lm porous cylinder and transcritical for the 20f-L porous
cylinder at the fully-wetted condition.

Smooth-Surface Cylinder. The cavitation characteristics
are shown in Fig. 11. Cavitation inception is indicated by the
appearance of a line, very fine and white, on each upper and
lower surface of the circular cylinder along the spanwise di­
rection at a cavitation number (J = 2.7. The location of this line
is at an azimuthal angle of almost 100° from the forward
stagnation point. When we consider the results reported by
Ihara and Murai (1986), this inception point should be the
reattachment point of the separated boundary layer. As (J de­
creases the cavitation continues to develop. The variation of
the force characteristics and the cavity appearance with (J co­
incide well with that reported by Ihara (1986).

2f-Lm Porous Cylinder. Unlike the case of the smooth-sur-
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Fig. 13 Hydraulic force characteristics of the 21'm porous cylinder in
cavitation at Re",3.43 x 105• Full marks indicate C omeem C~RMS and
C~RMS in the case of air injection when the length of the air filled region

is same with the cavity length at (J = 1.38. (Uncertainty in (J = ±0.05,
in C Lm•a", C omaa" = ±0.05, in St = ±0.01)
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Fig. 14 Hydraulic force characteristics of the 20j<m porous cylinder in
cavitation at Re'" 3.48 x 105

• Full marks indicate COmean, C~RMS C~RMS in

the case of air injection when the length of the air filled region is same
with the cavity length at (J = 2.38 (Uncertainty in (J = ±0.05, in eLm.,..
Comea" = ±0.05, in St = ±0.01)

face cylinder, cavitation appears first not on the cylinder sur­
face but in its wake, as shown in Fig. 12(a). With a decrease
in (J it develops further, and the cavitating zone in the wake
begins to alternately attach to and separate from the rear sur­
face of the cylinder. As (J decreases further, the cavity steadily
attached to the cylinder (Fig. 12(b»). The cavitation charac­
teristics are shown in Fig. 13.

The incipient cavitation number (Ji is about 3.2 which is much
larger than ICp . I = 1.7 or 1.6. The mean drag coefficient
CDmean does not 'f~crease soon after inception, but does so after
the attached cavity is formed behind the cylinder. Compared
with the smooth-surface cylinder, the variations of CDmean and
C~RMSwith (J has the same tendency but are relatively moderate.

C~RMS reaches its maximum when the cavity begins to alternate

between attaching to and separating from the cylinder.

20f-Lm Porous Cylinder. The cavitation characteristics at
Re= 3.48 x 105 are shown in Fig. 14. Cavitation incepts in the
wake as well as the 2f-Lm porous cylinder. The incipient cavi­
tation number (Ji is about 4.3, which is much higher than that
of the 2f-Lm porous cylinder and ICPmin I = 1.3. This result means
that the shearing stress in the wake behind the 20f-Lm porous
cylinder is higher than that behind the 2f-Lm porous cylinder.
The mean drag coefficient CDmeaD and the root-mean-square
value of the fluctuating-lift coefficient C~RMS gradually de-
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crease as a decreases. The reduced peak frequency St and the 
root-mean-square value of the fluctuating-drag coefficient 
Cn„..r, are almost constant for a. The reason of the decrease 

^RMS 

in CDme3n with a decrease in a is probably the same with that 
in the case of air injection. 

Comparison With Air Injection and the Effect of Surface 
Roughness. For the 2/j,m porous cylinder CDmean and CtRMS 

begin to increase rapidly soon after the air injection starts but 
they do not begin to increase after the cavitation inception. 
This difference is probably caused by the difference in the 
distribution of the air bubbles and cavitation bubbles. In the 
case of air injection, the air bubbles are distributed over the 
model surface but cavitation bubbles develop in the wake, far 
behind the model surface. 

As shown in Fig. 13, CLRMS and CDRMS indicate larger values 

in air injection than in cavitation when the length of the air 
filled region is almost the same with the cavity length. The 
reduced peak frequencies St indicate almost the same value in 
both cases and are independent on CQ and a. 

In the case of the 20/xm porous cylinder, both an increase 
of CQ and a decrease of a cause CDmem and C L R M S to decrease 

monotonously after the attached cavity is formed. However, 
as shown in Fig. 14, Cflmean and C L R M S indicate larger values 

in air injection than in cavitation when the length of the air 
filled region is almost the same with the cavity length. 

As stated above, the variations of the hydraulic force with 
CQ and a show similar behavior in the upper supercritical flow 
range and the transcritical flow range after the cavitation at­
tached to the model surface. Both the air bubbles and cavitation 
bubbles are supplied at the location of the minimum static 
pressure on the model surface. Therefore, similar flow fields 
are formed around the test model in both cases. 

The effects of the surface roughness on cavitation of the 
circular cylinder in the range Re = 1.2x 105~4.2x 105 are 
very complicated. At a fixed Reynolds number within this 
range, the surface roughness changes the static pressure dis­
tribution on the surface of the test cylinder at the fully wetted 
condition. Similarly, the appearance of cavitation and its char­
acteristics depend heavily on the surface roughness. For ex­
ample, at a fixed subcritical flow range, surface roughness can 
induce a pressure distribution reminiscent of transcritical or 
upper supercritical flow range over a smooth-surface cylinder. 
As a result, the hydraulic force characteristics in cavitating 
conditions are disparate as shown in Figs. 11, 13, and 14 even 
if the Reynolds numbers are almost same. We therefore con­
clude that the surface roughness considerably influences the 
cavitation appearance and the hydraulic forces in cavitating 
conditions. 

Conclusions 
The effects of surface source of minute air bubbles on the 

hydraulic forces acting on a circular cylinder are studied by 
using porous cylinders over the Reynolds numbers range 
1.2x 105~4.2x 105. The pressure distributions around the po­
rous cylinders are presented. Cavitation characteristics of the 
same models are also studied. The main results obtained from 
these measurements can be summarized as follows: 

1. In the supercritical flow range, 
(a) The surface roughness eliminates the separation 

bubble on the circular cylinder and cavitation in­
cepts in the wake. 

(b) The mean drag coefficient Cj3mean and the root-
mean-square values of the fluctuating-force coef­
ficients, CiRMS and CDRMS, are increased by the 

injected air bubbles until they reach their maximum 
and then are decreased gradually with an increase 
in airflow rate. 

(c) Such a change is caused mainly by the change of 
the base pressure of the test cylinder. 

(d) Natural cavitation causes similar hydraulic force 
characteristics as stated in conclusion 1(a) after 
attached cavitation is formed behind the circular 
cylinder. 

2. In the transcritical flow range, Com^n and C L R M S de­
crease gradually with both an increase in airflow rate 
and a decrease in. cavitation number after the attached 
cavitation is formed behind the circular cylinder. 

3. The surface roughness changes the pressure distribution 
considerably around the test model within the range of 
the Reynolds number from 1.2 x 105 to 4.2 x 105. As a 
result, it influences the cavitation appearance and the 
force characteristics in cavitating condition. 
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A P P E N D I X A 

On the Effect of a Flow of Water Through the Porous Wall 
on the Hydraulic Characteristics of the Circular Cylinder 

Our experimental technique of using the circular cylinders 
with a porous wall allows for water flow into and out of the 
cylinder due to the non-uniform pressure distribution. This 
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Fig. 15 Effect of a flow of water through the porous wall on CDmean of 
the test cylinders (Uncertainty in Re = ±0.04 x 105, in Comem = ±0.05) 

must have some effects on the hydraulic characteristics of the 
cylinder. Therefore, in order to investigate the effects of a flow 
of water through porous wall, we inserted another circular 
cylinder with a solid wall into the porous cylinder, as shown 
in Fig. 15, to prevent such a flow and measured the hydraulic 
forces. The mean drag coefficients C^ean are shown in Fig. 
15 together with those obtained without the solid cylinder. 
They show clearly the influence of the water flow through the 
porous wall. It was also found by the pressure measurement 
that Cp at minimum pressure decreased and the separation 
point moved backward. 

It was, however, technically difficult to inject air bubbles 
at a state in which the solid cylinder was left inserted. Hence, 
our measurements with the air-bubble injection necessarily 
contained the influence of the flow through the porous wall. 
Therefore, it is the reason to use the data of the porous cylinder 
not equipped with the solid cylinder in the fully wetted con­
dition as a standard. 
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Vortex Shedding and Lock-On in a 
Perturbed Flow 
Vortex shedding resonance or lock-on is observed when a bluff body is placed in 
an incident mean flow with a superimposed periodic component. Direct numerical 
simulations of this flow at a Reynolds number of 200 are compared here with 
experiments that have been conducted by several investigators. The bounds of the 
lock-on or resonance flow regimes for the computations and experiments are in 
good agreement. The computed and measured vortex street wavelengths also are in 
good agreement with experiments at Reynolds numbers from 100 to 2000. Com­
parison of these computations with experiments shows that both natural, or un­
forced, and forced vortex street wakes are nondispersive in their wave-like behavior. 
Recent active control experiments with rotational oscillations of a circular cylinder 
find this same nondispersive behavior over a three-fold range of frequencies at 
Reynolds numbers up to 15,000. The vortex shedding and lock-on resulting from 
the introduction of a periodic inflow component upon the mean flow exhibit a 
particularly strong resonance between the imposed perturbations and the vortices. 

Introduction 
Vortex streets are formed in the wakes of circular cylinders 

and other bluff, or unstreamlined, bodies over a wide range 
of Reynolds numbers from approximately 50 to 106 and even 
higher. The physics of vortex street formation has been the 
focal point for many past experimental studies, e.g., Roshko 
(1954, 1955), Gerrard (1966), Bearman (1965, 1967), Griffin 
and Ramberg (1974) and, more recently, Ongoren and Rock­
well (1988a, b), and Williamson and Roshko (1988), because 
of the importance of the near-wake flow to the eventual ev­
olution of the overall middle and far-wake vortex patterns. 
Modern high-speed computers and direct numerical simulation 
techniques have allowed the vortex formation and modification 
processes to be studied numerically at high resolution (Kar-
niadakis and Triantafyllou, 1989, 1992; Grinstein et al., 1991). 

When a bluff cylinder is excited into resonant oscillations 
by an incident flow, the cylinder and its shed vortices have the 
same frequency near one of the characteristic frequencies of 
the body (Koopmann, 1967; Sarpkaya, 1979; Bearman, 1984; 
Griffin and Hall, 1991). This coincidence or resonance of the 
shedding and vibration frequencies is commonly termed lock-
on, and such a state emerges when the body is oscillated ex­
ternally in various orientations relative to the incident flow 
over the appropriate range of imposed frequencies and am­
plitudes (Koopmann, 1967; Griffin and Ramberg, 1974, 1976; 
Ongoren and Rockwell, 1988a,b; Nuzzi et al., 1992). Two 
recent experimental studies (Tokomaru and Dimotakis, 1991; 
Filler et al., 1991) have shown that rotational oscillations of 
a circular cylinder cause lock-on and result in marked changes 
in the geometry of the near-wake flow. 

Vortex resonance or lock-on is observed experimentally when 
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Technical Editor: F. T. Dodge. 

the incident mean flow has a sufficiently large periodic com­
ponent superimposed upon it (Barbi et al., 1986; Armstrong 
et al., 1986, 1987). The cylinder remains stationary in the flow, 
but the vortex lock-on or resonance produced by the inflow 
perturbation modifies the character of the near-wake flow. 
This is equivalent to the in-line oscillations when the acoustic 
wavelength is long compared to the cylinder diameter. 

The introduction of an appropriate sound field also can 
cause lock-on to occur (Blevins, 1985). And control of the 
vortex formation and shedding by periodic mass injection into 
the cylinder's boundary layer prior to separation has been 
demonstrated by Williams et al. (1992). All of these external 
disturbances are potential means for active control of the bluff 
body near-wake flow (Oertel, 1990; Rockwell, 1990). 

Vortex lock-on and resonance phenomena have numerous 
practical engineering applications in addition to their impor­
tance in a fundamental physical sense. Applications abound 
in offshore exploration and drilling, Naval and marine hy­
drodynamics, and underwater acoustics. Other areas of en­
gineering practice where these phenomena play important roles 
are civil and wind engineering, nuclear and conventional power 
generation, and electric power transmission. 

The main topic of this paper is a particular case of vortex 
shedding resonance and lock-on in the near-wakes of bluff 
bodies. Vortex shedding in an incident flow with a periodic 
component superimposed on the basic mean flow is computed 
here to high resolution using the spectral element method. This 
is an interesting bluff body flow which has not been studied 
either computationally or experimentally in detail up to this 
time. 

Flow Perturbation and In-Line Oscillation Experiments 
The experiments of Armstrong et al. (1986, 1987) and of 
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Fig. 1 Limits of the lock-on regime as a function of amplitude and 
frequency for in-line oscillations and inflow perturbations; from Griffin 
and Hall (1991) 

Barbi et al. (1986) were conducted to examine vortex lock-on 
for a cylinder in a stream consisting of a steady uniform flow 
with a superimposed periodic component. The results of both 
studies show some very basic similarities with the earlier ex­
periments of Griffin and Ramberg (1976), which are conducted 
to examine vortex shedding lock-on for a cylinder oscillating 
in-line with an incident flow. More recent experiments with 
in-line oscillations have been conducted by Ongoren and Rock­
well (1988a,b). 

The vortex lock-on measurements by Barbi et al. are com­
pared with those of Griffin and Ramberg in Fig. 1. The vertical 
axis represents two different measures of the perturbation am­
plitude. For the experiments of Griffin and Ramberg the peak-
to-peak amplitude of cylinder displacement is given by 2a/d. 
And for the experiments of Barbi et al. the normalized "peak-
to-peak" incident velocity perturbation is given by 2AU/ud. 
The horizontal axis is the ratio of the vibration frequency / 
and the Strouhal frequency fso of a stationary cylinder. The 
two types of external disturbance are essentially identical for 
the case shown. Also shown are the cylinder vibration results 
of Tanida et al. (1973) and of Tatsuno (1972), reproduced 
from the paper by Griffin and Ramberg. The dashed lines 
enclose the results of Armstrong et al. (1986, 1987). Vortex 
lock-on and cross-flow oscillations usually occur near the 
Strouhal shedding frequency fso. For in-line oscillations and 
flow perturbations the lock-on is caused by frequencies near 
twice the Strouhal frequency, 2/so, since the forcing fluctua­
tions in the drag force are in the flow direction. However, in 
many cases the actual lock-on frequency is near the Strouhal 
frequency, or half the oscillation or perturbation frequency. 

There is generally good agreement between the bounds of 
the lock-on regime for the two different types of external 
disturbance or flow control, though there is some scatter at 
the highest amplitudes. This is most likely due to Reynolds 
number effects, as noted by Barbi et al. The latter experiments 
were conducted at Re between 3000 and 40,000, whereas the 
results of Tanida et al., Tatsuno, and of Griffin and Ramberg 
were conducted at Re between 80 and 4000. The overall agree­
ment is good. 

The base pressure coefficient Cpb is influenced by the flow 
perturbations in much the same manner as in the case of cyl­
inder oscillations. For the stationary cylinder the base pressure 
coefficient is near Cpb= - 1.44; this value, though somewhat 
low for a circular cylinder, is in reasonable agreement with the 
results of West and Apelt (1982) for a comparable wind tunnel 
blockage ratio of nine percent. At the largest flow perturbation, 
the base pressure was decreased to Cpb= -1 .85 at the point 
of maximum resonance, a reduced velocity of U/fsod =2.5 (or 

half the Strouhal value). The measured vortex formation region 
length //was reduced by this level of perturbation to 0.9rf from 
1.2d, the value measured for the unperturbed flow (Armstrong 
et al., 1987). The mean drag coefficient Co increased from 
1.28 to 1.52 for the perturbed flow as compared to the un­
perturbed flow. 

The Numerical Method 
Recent advances in computational fluid dynamics permit 

new approaches to examining the effects of inflow perturba­
tions and cylinder oscillations on the bluff body near-wake. 
One of these methods, which we employ herein, consists of 
superimposing an oscillatory component on the inflow bound­
ary condition for a domain such as the spectral element grid 
(see Fig. 4). The computational results presented in this and 
the following section were obtained by means of direct nu­
merical simulation of two-dimensional flow past a circular 
cylinder at sub-critical Reynolds numbers. The equations solved 
are the incompressible Navier-Stokes equation 

d,v + ( v V)v= - Vp/p + cV2v 

together with the continuity equation 

V«v = 0 

A no-slip boundary condition is imposed on the surface of the 
cylinder, a Neumann boundary condition is used at the out­
flow, and periodic boundary conditions are imposed in the 
longitudinal or downstream direction at the cross-stream 
boundaries of the domain. At the inflow, a uniform stream 
with a superimposed time-periodic small amplitude pertur­
bation is used in most of the cases presented in the section on 
computational results. In the first case discussed, that of nat­
ural or unforced vortex shedding, the inflow consists solely of 
a uniform stream. 

The computer code employed here is a variation of the spec­
tral element formulation used by Karniadakis and Trianta-
fyllou (1989, 1992). Modifications of the code performed at 
NRL have not altered the basic spectral-element methodology, 
which is described in some detail in the above-mentioned ref­
erences. However, numerous variations have been made in the 
computational grid and in the computed flow quantities over 
the grid in order to examine the details of the flow history and 
development, the velocity spectra, and the flow geometry of 
the near-wake of the cylinder. Briefly, a time-splitting algo­
rithm is employed in the usual way, with the nonlinear term 
being solved first using a third-order explicit Adams-Bashforth 
scheme with a Courant stability condition. Incompressibility 
is enforced when the pressure term is solved in the second step, 
and boundary conditions are imposed in the third step, when 
the new velocity is found by implicit solution of the viscous 
term. In the second and third steps, intermediate values ob­
tained from the previous steps are used as the "old" values. 
Although it is not possible to say formally what the resulting 
overall order of the splitting scheme is, the lowest order step 
is the third, implicit backward Euler step, which is order O(At). 

The spatial resolution of the computed flow can be affected 
in two ways: by choice of the size and number of elements 
and by choice of the order of Lagrangian interpolating pol­
ynomials used within the elements. In the present work, the 
fifty-six element grid was essentially the same as that shown 
in Karniadakis and Triantafyllou (1989), and can be seen in 
Fig. 4. Within each two-dimensional element sixth-order in­
terpolating polynomials were used in both the streamwise and 
cross-stream directions, for a total of 7 x 7 or 49 Gauss-Lobatto 
collocation points within each element. This resulted in very 
fine resolution in that portion of the domain surrounding the 
cylinder, and a more coarse resolution in the far wake. Clus­
tering of the collocation points near the element boundaries 
resulted in smooth solutions across these boundaries. 
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Frequency, fd/U 

Fig. 2 (a) The spectrum corresponding to the ^-component of the ve­
locity Ux at the history point located at (x,y) = (2,2). This is the natural 
shedding case (no perturbation) at Re = 200. 

As with all spectral methods, a weighted residual technique 
is used to generate the discrete equations, and the system of 
discrete equations then is solved using a conjugate-gradient 
algorithm. A benchmark case demonstrates the ability of the 
code to accurately predict the important flow parameters in­
volved in the simulation of vortex shedding from bluff bodies, 
using the shedding frequency and the vortex street wavelength 
as diagnostics. For this we chose natural or unforced shedding 
at Reynolds number Re = 100 based on cylinder diameter, since 
this case was also studied by Karniadakis and Triantafyllou 
(1989) and extensive results are available in their paper. Our 
predicted natural shedding frequency of St = 0.176 differs from 
the value of 0.179 predicted by Karniadakis and Triantafyllou 
(1989) by only 1.67 percent, which is insignificant owing to 
the fact that the St = 0.179 value overestimates recent experi­
mentally determined values, e.g., Williamson (1989), by ap­
proximately eight percent. 

No asymmetry is needed in the initial or boundary conditions 
in order to initiate the asymmetric vortex shedding in this 
simulation of natural shedding, as well as all of the Reynolds 
number Re = 200 simulations discussed in the next section. 
Rather, asymmetries due to computer truncation are sufficient 
to cause the vortex shedding to develop naturally as it does in 
any laboratory flow due to the presence of infinitesimal am­
bient disturbances. The asymmetry is not due to any numerical 
instability, but rather to the highly unstable nature of the 
symmetric flow that is realized briefly early-on in the com­
putations. We refer to this early symmetric solution as the 
quasi-steady state of the flow. 

Computation of the Flow 
The first case for which we present numerical results is nat­

ural or unforced vortex shedding at a Reynolds number of 
200. For this condition the inflow boundary condition at the 
left of the domain is a uniform flow, and the near-wake and 
vortex shedding patterns develop without forcing. We include 
this case for comparison with the perturbed flow results. 

The spectrum corresponding to the x-component of the ve­
locity Ux at a point (x,y) = (2,2) is shown in Fig. 2, where the 
units are scaled by the cylinder diameter. The highest peak in 
the spectrum is located at the natural shedding frequency fso 
corresponding to St = 0.195, and other peaks can be seen at 
higher harmonics of this shedding frequency. Approximately 
2000 time intervals were used to produce this spectrum and all 
of the computed spectra discussed in this paper. Each time 
interval represents ten time steps in the calculation, and 2000 
time intervals correspond to approximately thirty shedding 
cycles. 

y/d 

Fig. 3 (a) The rms fluctuation in the x-component of the velocity Ux 

along the wake centerline and (b) the rms fluctuation across the wake 
at x = 5 diameters downstream 
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Natural shedding; Re = 200 

Fig. 4 Instantaneous streamlines for natural shedding at Re = 200. The 
spectral element grid employed in the computations is shown super­
imposed on the spectrum. 

The cylinder base-region flow in the vortex formation region 
is important to the development of the near-wake flow (Bear-
man, 1965; Gerrard, 1966), and to the ensuing physical evo­
lution of the wake. One measure of the downstream extent of 
the formation region is the maximum in the fluctuating velocity 
which occurs just downstream of the cylinder on the wake 
centerline. The formation region length also can be measured 
in terms of the minimum of the local pressure coefficient Cp 
on the wake centerline (Roshko, 1954, 1955). The fluctuation 
ulms of the x-component of velocity on the wake centerline is 
plotted in Fig. 3 as a function of distance downstream from 
the cylinder, as measured in multiplies of the cylinder diameter. 
The computed peak in wrms is located at about 1.25 cylinder 
diameters downstream, which is comparable with measure­
ments from laboratory experiments which have been reported 
in the literature (Bloor and Gerrard, 1966; Griffin, 1971). 

A cross-wake distribution of the velocity fluctuation wrms at 
x=5d is plotted in Fig. 3(5). The same quantity at x = id is 
shown in Fig. 9(a) where it is superimposed on a perturbed 
flow case. The corresponding mean velocities are shown in 
Fig. 8. The deficit in the mean velocity is apparent as well as 
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the approach to the free stream condition as the distance from 
the centerline is increased. The peaks in the rms velocity at the 
two downstream locations also show the usual concentrated 
off-wake effects of the passing vortex pairs. The computed 
fluctuations in the wake are slightly less than comparable wind 
tunnel measurements near this Reynolds number (Griffin and 

2AU .15 
lliD 

nun-lock-on non-lock-on 

Fig. 5 Limits of the lock-on regime for perturbed flow at Re = 200. Each 
closed circle or cross represents a numerical simulation. Those simu­
lations in which lock-on occurred are indicated by closed circles. The 
shaded region forms the approximate boundary between the lock-on and 
non-lock-on regimes. 

Ramberg, 1974), probably owing to differences between the 
two-dimensional computations and the three-dimensional ex­
periments. 

. The final result for the natural shedding case is the instan­
taneous streamline pattern shown in Fig. 4. Here the stream­
lines are spaced evenly across the computational domain at 
the inflow, and the spreading of the streamlines in the near 
wake gives some evidence of the deficit in the mean flow in 
the cross-wake direction, as was shown in Fig. 3(b). The wave­
length of the vortex street for this unforced flow is \ = 5d, 
which is typical of the results shown in Fig. 12. 

Next a perturbed boundary condition of the form 
£4=1.0 +AM sin ut, 

£4 = 0. 

was enforced at the inflow, where Ux and Uy denote the x-
and ^-components of the velocity, respectively. Here Au = au>, 
where w = 2irf, and the perturbation frequency f=2afso. The 
parameter a varied from 0.05 to 0.25, while a was varied to 
give values of the perturbation frequency ranging from \.AfS0 
to 2.8/io (Fig. 5). Each closed circle or cross in this figure 
represents a direct numerical simulation. Those that represent 
lock-on behavior are indicated by the closed circles. 

The shaded regions in Fig. 5 indicate regions across which 
breakdown occurs, from a periodic, locked-on flow to a non-
periodic or quasi-periodic flow in which the primary frequency 
is the natural shedding frequency rather than the perturbation 
frequency. We have not attempted to define precisely the width 
of this region, but only to bracket it. As will be shown in the 

B 2 

Frequency, fd/TJ Frequency, fd/TJ 

Frequency, fd/U Frequency, fd/U 

Fig. 6 The spectrum of the x-component of the velocity Ux at the history 
point located at (x,y) = (2,2); (a) case a in Fig. 5, (b) case b, (c) case d, 
and (d) case e 
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Frequency, fd/U Frequency, fd/U 

Frequency, fd/U Frequency, fd/U 

Fig. 7 The spectrum corresponding to Ux at (x,y) = (2,2); (a) case f in 
Fig. 5, (b) case /, (c) case /, and (d) case n 

following, in all of the cases lying outside of the lock-on region, 
the flow continues to be strongly influenced by the pertur­
bation, as evidenced by the chaotic nature of the flow in con­
trast with the regular, periodic natural shedding case. However, 
we have chosen to define non-lock-on cases as those for which 
the highest peak in the spectrum occurs at the natural shedding 
frequency or at a frequency corresponding to neither the per­
turbation nor the natural shedding frequency. 

We first examine cases a, b, d, and e in Fig. 5. For these 
four cases, the amplitude of the perturbation is held fixed while 
the frequency is increased from l.SfS0 (case a) to 2.4/so (case 
e). A forcing frequency of 1.5/J0 results in a nonperiodic ve­
locity history with the spectrum in Fig. 6(a), which shows 
clearly the chaotic nature of the flow. The highest peak in the 
spectrum occurs just below the natural shedding frequency of 
St = 0.195. Increasing the forcing frequency from 1.5/JOto \.6fso 
results in case b in Fig. 5. The flow is periodic, with shedding 
frequency equal to 0.8/so, and thus lock-on has occurred. The 
flow pattern is more complex that that of the unperturbed 
case, and we see from the spectrum in Fig. 6(b) that there is 
now significantly more energy in the higher harmonics of the 
perturbation frequency than occurred in higher harmonics of 
fso. The wavelength of the vortex pattern is X = 5 .Id, an increase 
of fourteen percent from the unforced value of X = 5c?. 

Moving farther to the right in Fig. 5, we again increase the 
perturbation frequency to 2.3/M for case d. Lock-on again 
takes place, this time at a frequency of 1.15/s0. The spectrum 
corresponding to this case is shown in Fig. 6(c). 

The results from case e demonstrate that we have crossed 
over the shaded region and are once again outside of the lock-

on region. The dominant peak in the spectrum (Fig. 6(d)) 
occurs at neither the natural shedding frequency nor the per­
turbation frequency. The three highest peaks in the spectrum 
are labeled. Peak number 1 occurs just above the natural shed­
ding frequency at approximately St = 0.2, peak number 2 oc­
curs at half the perturbation frequency or St = 0.23, and peak 
number 3 occurs at the sum of these, or St = 0.43. Thus peak 
3, the highest, is a higher harmonic of neither the natural 
shedding frequency nor the perturbation frequency, but of the 
average of the two. This case is indicative of a wider transitional 
region than we have shown in Fig. 5, in which the dominant 
frequency in the flow is neither the perturbation nor the natural 
frequency. Indeed, the presence of two nearby peaks in the 
spectrum suggests intermittency in the shedding frequency. 

We next examine case / i n Fig. 5, which lies just to the left 
of the lock-on region. Here the frequency of the perturbation 
is the same as in case b, but the amplitude has been decreased 
from 0.2 to 0.1 nondimensional units. Referring to the spec­
trum for case b in Fig. 6(b), we see the dramatic change brought 
about in the flow due to this change in amplitude. The peak 
in the spectrum for case / , labeled number 1 on Fig. 7(a), is 
at the natural shedding frequency of St = 0.195. The peak la­
beled number 2 occurs at half of the perturbation frequency, 
or approximately St = 0.078. When the amplitude of the per­
turbation is reduced further to 0.05 in case /, the spectrum in 
Fig. 1(b) shows that now the natural shedding frequency is 
clearly dominant, and thus this condition is farther outside the 
lock-on region than the previous result. 

At this value of perturbation amplitude, we now examine 
the effects of increasing the perturbation frequency by pre-
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Fig. 8 The cross-stream distribution of mean velocity Ux(y) at (a) x = 3d 
and (b) x= 5d downstream from the cylinder, case g. The results for the 
natural shedding case (dashed lines) are superimposed. 

y/d 

Fig. 9 The cross-stream distribution of rms velocity fluctuations cor­
responding to the mean velocities for case g in Fig. 8. The results for 
the natural shedding case (dashed lines) are superimposed. 

senting results for cases / and n. A dramatic change occurs as 
the perturbation frequency is increased to 2.0/JO (case I). While 
the resulting flow resembles the natural shedding case, the 
frequency of the oscillation is lower than the natural shedding 
frequency obtained in the unforced case by approximately five 
percent (Fig. 7(c)), and higher harmonics correspond to mul­
tiples of this latter value. The reason for this discrepancy has 
not yet been determined conclusively; our original estimate of 
the natural shedding frequency at Reynolds number 200 was 
approximately five percent lower than that of Karniadakis and 
Triantafyllou (1989), while their estimate was judged to ov­
erestimate the experimentally determined value by approxi­
mately eight percent. Thus the present computed result is within 
an acceptable range. 

A change again occurs as we increase the perturbation fre­
quency to 2.3/io for the final case n. The flow pattern again 
becomes complex as shown by the spectrum in Fig. 1(d), with 
the first dominant peak occurring at the natural shedding fre­
quency of St = 0.195. A second peak of nearly equal height 
occurs at a frequency equal to approximately St = 0.45, or twice 
the perturbation frequency. Thus again we see the perturbation 
frequency having a greater effect on the higher harmonics of 
the flow. 

For a more complete analysis of the near-wake flow in a 
lock-on condition, we further examine caseg. As in the natural 
shedding case, we first measured the drop in the time-averaged 
^-component of the velocity across the wake at two different 
downstream locations. Time averaging again was done over 
approximately thirty shedding cycles. We see from Fig. 8(a), 
which shows computed velocities three diameters downstream 
from the cylinder, that the drop in mean velocity across the 
wake is approximately 35 percent. Comparing this with an 
approximately 30 percent drop in the natural shedding case 
(superimposed), indicates that the effect of the perturbation 
is to slightly decrease the mean flow along the centerline. How­
ever, the rms fluctuation corresponding to this mean flow is 
greater than that seen in the natural shedding case, with a 

s 

Fig. 10 The (a) mean flow and (b) rms fluctuation in the velocity along 
the wake centerline, for case g 

proportionately greater fluctuation along the centerline. In the 
natural shedding case there was a nearly 70 percent drop in 
the rms fluctuation across the wake three diameters down­
stream from the cylinder. By comparison, the rms fluctuation 
in the perturbed flow exhibits an approximately 57 percent 
drop across the wake (Fig. 9(a)). Farther downstream at x= Sd 
the time-averaged flows of the natural shedding perturbed cases 
are nearly identical (Fig. 8(b)). At this same downstream lo-
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Table 1 Longitudinal vortex spacing or wavelength in the 
near-wake of a circular cylinder vibrating in-line with an in­
cident uniform flow; adapted from Griffin and Ramberg 
(1976) 

.17570 1. 

u(x,y,t) 
case f 

Fig. 11 Phase plane plots of U„ versus Uy for (a) case f, and (b) case g 

cation, the maximum rms fluctuation of the perturbed flow 
has decayed approximately to that of the natural shedding 
case, but the fluctuation remains greater at the wake edges and 
along the wake centerline (Fig. 9(5)). The corresponding wrms 
for the natural shedding case is shown in Fig. 3(b). 

The mean flow and the rms fluctuation in the velocity along 
the centerline behind the cylinder are shown in Fig. 10. Com­
paring the rms fluctuation with the natural shedding case (Fig. 
3(c)) we see that the peak of the fluctuation, which marks the 
end of the vortex formation region, has moved from its natural 
shedding position approximately one diameter downstream 
from the cylinder to a point approximately one and a half 
diameters downstream. This is an expansion of the vortex 
formation region with perturbation frequency when/<2/so. 
Comparably, the downstream extent of the formation region 
is contracted when/>2/so. Both of these modifications in the 
shedding are analogous to those observed when a circular cyl­
inder undergoes both in-line and crossflow oscillations under 
lock-on conditions (Griffin and Ramberg, 1974,1976; Ongoren 
and Rockwell, 1988a, b). 

A zone of reversed mean flow is found adjacent to the 
cylinder as shown in Fig. 10, followed by a stagnation point 
((7=0) and the transition to positive mean flow at approxi­
mately one diameter downstream. The extent of the reversed 
flow region is controlled by the perturbations in much the same 
way as the overall formation region. 

The Ux versus Uy phase plane plots for cases / and g are 

Vibration 
frequency, 

/(Hz) 

69.2 
73.6 
75.6 
78.9 
80.4 

Frequency 
ratio, 
Pfso 

1.68 
2.00 
2.06 
2.14 
2.18 

Vortex 
spacing, 

\/d 

Relative 
change, 

AX/X 
Reynolds number = 190 

• 5.2 
4.9 
4.7 
4.7 
4.4 

+ 0.07 
0 

-0 .05 
-0 .04 
-0 .09 

Vortex 
convection speed, 

1/2 f\/U 

0.94 
0.93 
0.91 
0.96 
0.92 

Average = 0.93 

shown in Fig. 11. The history point in both cases is once again 
located in the separated flow just outside the wake at 
(x,y) = (2,2). These phase plane representations of the velocity 
demonstrate most graphically the periodic nature of the forced 
or lock-on state of the flow, as opposed to the chaotic state 
of the non-lock-on state. 

Discussion of Results 
The longitudinal vortex spacing or wavelength is a valuable 

physical diagnostic for the state of the spatial structure and 
development of the fully-developed vortex street. Measure­
ments of the spacing for a variety of in-line and cross-flow 
oscillations, and also for the unforced wakes of stationary 
cylinders have been reported by Griffin and Ramberg (1976). 
These can be compared to the direct numerical simulations of 
Karniadakis and Triantafyllou (1989) and our recent NRL 
simulations that are discussed here. The wavelength of the 
pattern can be employed as a measure of the spatial state of 
the flow, as compared to phase plane diagrams of the stream-
wise and cross stream velocities, which can be employed in a 
comparable way to assess the temporal state of the near-wake. 

One example given by Karniadakis and Triantafyllou (1989) 
is that of a wake forced by a localized spatially and temporally 
varying disturbance in the vortex formation region, with nor­
malized amplitude and frequency, respectively, of a = 0.10 and 
f/fso = 0-75. The center of the disturbance was located at x = 2, 
v = 0, measured in multiples of the cylinder diameter. This is 
a unique form of control disturbance which had not been 
investigated previously. For the unforced wake \ = 5d, while 
for the forced wake X = Id, an increase of forty percent in the 
wavelength. 

Comparable measurements were made at Re = 190 by Griffin 
and Ramberg (1976) and the results are summarized in Table 
1. The cylinder oscillations were in-line with the flow over a 
range of frequencies near twice the Strouhal frequency as in 
Fig. 1. The measured changes in the forced vortex spacing 
correspond directly with those achieved in the direct numerical 
simulations, since for f<2fso the wavelength increases while 
for/>2/so the wavelength decreases. Extrapolating the results 
in the table to the condition / = 1.6/so in the present case and 
to/= 0.75/JO from Karniadakis and Triantafyllou using a least-
squares fit given by Griffin and Ramberg, the vortex spacing 
is \ = 6.2d. This compares reasonably well with both com­
putations. The measured vortex spacing for the stationary cyl­
inder at Re=190 (\ = 4.9d) is very nearly equal to the 
wavelength computed here at Re = 200, namely X = 5d. 

The computed vortex street wavelengths are compared fur­
ther with measurements for both forced and unforced con­
ditions for Reynolds numbers from 100 to 2000 in Fig. 12. 
The computations agree well overall with the experiments, 
which show only a very slight dependence on Reynolds number 
in this range. The vertical scale is a normalized form of the 
vortices' convection speed, or the downstream translational 
speed of the vortex cores. The constant phase or convection 
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Fig. 12 Longitudinal vortex spacing \ld{flnfso) as a function of Reynolds 
number Re. All of the measurements were made in the wakes of sta­
tionary and oscillating cylinders. The data points at Re = 190 and 200 
correspond to in-line oscillations and inflow perturbations (composite 
of six) with n = 2; all other data correspond to cross-flow oscillations 
(experiments) and near-wake perturbations (computations) with n = 1. 

speed is representative of a nondispersive physical system, as 
compared to the many dispersive, complex physical systems 
which occur in nature, e.g. surface water waves and mixing 
layers under certain conditions, where the phase speed depends 
on the wavelength or wavenumber and the frequency. 

Several measurements of the pattern's convection speed also 
are given in the table. Though there is some scatter, the average 
value is U^, = 0.93U. Tokumaru and Dimotakis (1991) also 
found that the convection speed remained nearly constant at 
a similar value in a lock-on state produced by rotational os­
cillations at a Reynolds number of 15,000, even as both the 
imposed frequency of the oscillations varied over a three-fold 
range and the street wavelength underwent similarly marked 
changes. This gives some additional evidence that both forced 
and unforced or natural periodic vortex wakes have the same 
basic nondispersive character over a wide range of externally 
imposed disturbances. 

These modifications of the near-wake flow are achieved by 
the imposition of relatively small inflow perturbations. Thus, 
seemingly small perturbations of the wake flow are capable of 
producing large changes in vortex strength and shed vorticity, 
base pressure and drag on a bluff circular cylinder or body of 
other cross-section. Modification and control of the basic for­
mation or instability mechanisms of the wake can lead to 
substantial changes in the near-wake vortex pattern, and pos­
sibly even the middle- and far-wake flow as well as found by 
Cimbala et al. (1988), and by Browne et al. (1989). 

Summary and Concluding Remarks 
Several issues pertaining to bluff body near-wake flow con­

trol and modification have been investigated for a bluff body 
in a flow consisting of a basic mean flow with a superimposed 
periodic component. Direct numerical simulations of per­
turbed flow about a circular cylinder are in good agreement' 
with experimental results, particularly in reproducing the vor­
tex shedding resonance or lock-on regime boundaries at 
Re = 200. The lock-on regime defines the frequency range over 
which perturbations in the incident flow cause vortices to be 
shed at the forcing frequency rather than at the natural shed­
ding frequency. At an amplitude of 2At//cocf=0.2, perturba­
tion frequencies in the range 1.6/i0 to 2.3fso result in lock-on, 
and the extent of this frequency range decreases with decreasing 
perturbation amplitude. The change in the lock-on boundary 

was more rapid at frequencies less than 2fso, which is in qual­
itative agreement with experiments from Fig. 1 and Koopmann 
(1967). 

Computations of the near-wake flow show that in flow per­
turbations causing lock-on can control the location and extent 
of the vortex formation region and the level of velocity fluc­
tuation both along and across the wake. Some typical results 
at f<fso show a shift downstream of the vortex formation 
region, as identified by the peak rms velocity fluctuation along 
the wake cen'terline, and an increased fluctuation level along 
the centerline that extends to at least five cylinder diameters 
downstream. These modifications to the near-wake flow are 
indicative of selectively increased vortex strength and shed 
vorticity in the near-wake as a result of the Iocking-on. 

The computed values of the vortex wavelength X in the 
perturbed flow are in good agreement with measurements in 
both unforced, or natural, and forced wakes for Reynolds 
numbers between 100 and 2000. The predominant vortex street 
frequency and wavelength adjust in such a way that a constant 
phase or convection speed of the pattern is achieved over a 
wide range of conditions which cause lock-on. Recent active 
control experiments with rotational oscillations of a circular 
cylinder at a Reynolds number of 15,000 show that the wake 
adjusts in the same way over a three-fold range of imposed 
frequencies. The essentially constant vortex phase or convec­
tion speed is indicative of the basic nondispersive physical 
character of forced and unforced, or natural, bluff body near-
wakes. 
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The Torsion Effect on Fully 
Developed Laminar Flow in Helical 
Square Ducts 
The continuity equation andNavier-Stokes equations derived from a non-orthogonal 
helical coordinate system are solved by the Galerkin finite-element method in an 
attempt to study the torsion effect on the fully developed laminar flow in the helical 
square duct. Since high-order terms of curvature and torsion are considered, the 
approach is also applicable to the problems with finite curvature and torsion. The 
interaction effects of curvature, torsion, and the inclined angle of the cross section 
on the secondary flow, axial velocity, and friction factor in the helical square duct 
are presented. The results show that the torsion has more pronounced effect on the 
secondary flow rather than the axial flow. In addition, unlike the flow in the toroidal 
square duct, Dean's instability of the secondary flow, which occurs near the outer 
wall in the helical square duct, can be avoided due to the effects of torsion and/or 
inclined angle. In such cases, a decrease of the friction factor is observed. However, 
as the pressure gradient decreases to a small value, the friction factor for the toroidal 
square duct is also applicable to the helical square duct. 

1 Introduction 
The helical square duct has been used extensively in various 

industrial applications to enhance the rates of heat, mass and 
momentum transfer. The transition duct and the lobe mixer 
in a propulsion system are some of the examples. To improve 
the performance of these devices, an accurate and reliable 
analysis of the flow in the helical duct is necessary. This analysis 
can also be used as the basis for studying the flow in other 
devices, such as screw pumps, heat exchangers, and the passage 
between the blades of gas turbines or centrifugal compressors. 

The shape of the helical square duct, as shown in Fig. 1, is 
determined by the dimensionless curvature K and torsion T. 
The torsion is defined as r = ab/{b2 + c2), where a is the width 
of the cross section of the helical duct, 2irb is the pitch of the 
helical duct, and c is the radius of the cylinder that the helical 
duct is wound around. The curvature induces a centrifugal 
force acting on the flow in the duct. The action of the cen­
trifugal force in a toroidal duct has been studied by various 
numerical calculations by Joseph et al. (1975), Cheng et al. 
(1976), Ghia and Sokhey (1977), Ghia et al. (1987), and Chen 
and Jan (1990). The centrifugal force affects the flow from 
the inner wall near the center of the curvature to the outer 
wall of the duct and increases the friction loss. In addition, it 
also causes a secondary flow with a pair of counter-rotating 
vortices. For values of the Dean number above the critical, 
the secondary flow pattern will have an additional pair of 
vortices near the central outer region and such phenomenon 
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is known as Dean's instability (Cheng et al., 1976). When the 
cross-section of the toroidal duct is inclined (Duh and Shih, 
1989) however, this phenomenon is not observed. 

Although the curvature effects from the centrifugal force in 
the toroidal duct are well understood, the number of studies 
that deal with the torsion effect on the flow in the helical 
square duct are limited. The flow in the helical pipe has been 
studied for circular (Manlapaz et al., 1980; Wang, 1981; Mur-
ata et al., 1981; Germano, 1982, 1989; Chen and Fan, 1986; 
Kao, 1987; Xie, 1990, Tuttle, 1990; Chen and Jan, 1992;) and 
elliptical cross sections (Germano, 1989). The findings of Wang 

T = 0 T = 0.05 T = 0.1 T = 0.15 

Fig. 1 The geometry of the helical square duct with K = 0.1 
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(1981) and Germano (1982) regarding the torsion effect on 
secondary flow in helical circular pipes have been inconsistent. 
Wang (1981) obtained the perturbation solution of the Navier-
Stokes equations based on a nonorthogonal helical coordinate 
system and stated that the torsion effect on the secondary flow 
is important. However, introducing an orthogonal coordinate 
system rendered from a special transformation, Germano (1982) 
reported that the torsion effect is of second-order. Other per­
turbation solutions in the literature (Kao, 1987; Germano, 
1989; Xie, 1990) reconfirmed the conclusion of Germano 
(1982). It is worthwhile to mention that those approaches are 
valid only for the cases with small curvature and torsion. Re­
cently, this inconsistency has been settled qualitatively by Tut-
tle (1990) and Chen and Jan (1992), who by using a double 
series expansion method, found that different conclusions of 
the torsion effect on the secondary flow are attributed to the 
different coordinate system used by the individual observer. 
Nevertheless, for the helical pipe with elliptical cross section, 
a first-order torsion effect is observed (Germano, 1989). It is 
thus expected that torsion will play an important role on the 
secondary flow in the helical square duct. 

Regarding frictional loss, it is known that the friction factor 
for the helical circular pipe can be replaced by that of the 
toroidal circular pipe, if the torsion is small (Manlapaz et al., 
1980; Murata et al., 1981; Chen and Fan, 1986; Kao 1987). 
For the helical square duct, however, the torsion effect on 
friction loss has not been reported yet. The study of the friction 
factor for the helical square duct is necessary for the design 
of industrial devices. 

The objective of this work is to study the torsion effect on 
the fully developed steady-state laminar flow in the helical 
square duct. The governing equations are derived by the non-
orthogonal helical coordinate system as employed by Wang 
(1981) and Chen and Fan (1986). Since the high-order terms 
of curvature and torsion are taken into account, the solutions 
are not limited to small curvature and torsion. An accurate 
finite-element analysis model is formulated by the Galerkin 
method (Zienkiewicz and Taylor, 1989). The solutions are first 
verified by the flow in the toroidal square duct of which the 
torsion vanishes (Cheng et al., 1976; Ghia and Sokhey, 1977; 

N o m e n c l a t u r e 

A = 
a = 

B = 
2-Kb --

c -

De --
[F] --

/ i = 

h ~-

Is ~-
Sij = 
h --
K --

Kc = 
[K] --

{M},Mi = 
m -

[N\,Ni = 
N = 
n -
P = 
P ~-

= area of the cross section 
= width of the cross section of the helical 

square duct 
= binormal vector 
= pitch of the helical duct 
= radius of the cylinder which the helical 

duct winds around 
= equivalent hydraulic diameter, a 
= load vector due to the axial pressure gra­

dient 
= friction factor derived from the overall 

force balance, - (dp/ds)/(2Rew) 
- friction factor derived from the axial ve­

locity gradient, 2(dw/dn)/(Rew) 
= friction factor of the straight square duct 
= metric tensor 
= (m2 + rV)W2 

= Dean number, Re KU1 

= critical Dean number 
= stiffness matrix 
= interpolation function 
= 1 - w cos 6 
= interpolation function 
= unit normal vector 
= inward unit normal 
= pressure 
= dimensionless pressure, P De2/(pc2) 

B B 

x 
Fig. 2 The nonorthogonal and orthogonal helical coordinate systems 
(r, 6, s) and (r, 6, s') 

Duh and Shih, 1989). The interaction effects of curvature, 
torsion, and inclined angle of the crossection on the secondary 
flow, axial velocity, and friction factor in the helical square 
duct are then drawn for representative cases. 

2 Coordinate System and Governing Equations 
To derive the governing equations directly, as shown in Fig. 

2, the nonorthogonal helical coordinate system devised by Wang 
(1981) is adopted here. The transformation employed by Ger­
mano (1982) is therefore not necessary. The centerline of the 
helical square duct is described by the position vector X(s), 
where s represents the dimensionless arc length normalized by 
the equivalent hydraulic diameter of the helical duct De, which 
is defined as the width of the cross section of the helical square 
duct, 

De = a. 

Along the centerline, the unit tangent, normal and binormal 
vectors are mutually orthogonal and denoted as T, N, and B. 
The helical coordinate system (r, 8, s) is constructed with the 
coordinates (r, 8), defined by the plane of N and B, and the 
third coordinate s along the axial direction of the helical square 
duct. The radial distance r is measured from the centerline and 
the angle 8 is measured from the normal N in counterclockwise 
sense. The quantities r and 5 are normalized by the equivalent 
hydraulic diameter De of the duct. The position vector P at 
an arbitrary point o is expressed as 

IQ] = load vector due to the natural boundary 
conditions 

{q) = global nodal vector 
X = the vector describes the centerline of a 

helical duct 
Re = Reynolds number, w 

(r, 8, s) = nonorthogonal helical coordinates 
(r, 8,s) = orthogonal helical coordinates 

Se = boundary area of element e 
T = unit tangent vector 

(U, V, W) = velocity components in r, 8, and s direc­
tions 

(u, v, w) = dimensionless velocity components in r, 8, 
and s directions 

( « ' , v', w') = dimensionless velocity components in r, 8, 
and s' directions 

w = averaged axial velocity component 
(x, y) = dimensionless rectangular coordinates in 

the (r, 8) plane 
K = dimensionless curvature 
T = dimensionless torsion 
v = kinematic viscosity 
p = density 
<p = inclined angle 
X = relaxation factor 

fie = area of element e 
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P = X(s) + r cos 8N(s) + r sin 8B(s). 

Using Serret-Frenet formulas, 

(1) 

as K ds 
= T x N , — = 

ds 
•TR-KT 

and 

dB 

ds 
= - T N , 

we have 

dP-dP = dr2 + (rdd)2+((\-KT COS 8)2 + S^ds2 + 2rr2d8ds, 

where the dimensionless quantities, K and T, normalized by the 
equivalent hydraulic diameter De denote the curvature and 
torsion of the centerline of the duct, respectively. Thus, the 
metric tensor [gtJ] is 

\Sij\ = 

" l 

0 

0 

0 

r2 

r2r 

0 

r2r 

h2_ 

where 

h2-m2 + T2/-2 and m=\-Kr cosfl. 

Although r and s coordinates and r and 6 coordinates are 
mutually orthogonal, since g23 and gn of the metric tensor are 
nonzero, the 8 and s coordinates are nonorthogonal to each 
other except at the centerline of the duct where the direction 
of 5 coordinate coincides with the tangential vector T. 

For convenience, we introduced the following dimensionless 
velocity components u, v, and w and dimensionless pressure 
p as 

De De De 
u = — U, v =— V, w = — W 

V V V 

and p = — 
P 

where U, V, and W represent the physical velocity components 
in r, 8, and 5 directions, respectively. P is the pressure, v is 
the kinematic viscosity and p is the density. 

For steady-state, incompressible, fully developed laminar 
flow, (d/ds) (u, v, w) vanishes, and (u, v, w) and p are inde­
pendent of time. Furthermore, the axial pressure gradient dp/ 
ds is given for the study. Based on these, the governing equa­
tions can be written as follows (Chen and Fan, 1986): 

De 

Continuity Equation: 
du 1 dv u K 
— + + - + — (v sin 8-u cos 0) = O 
dr r dd r m 

Navier-Stokes Equations: 
in /--direction: 

du v du v2
 2T 2 ,w\ 

U— + -— - — - — vw- (rr-Km cos 8) (-) = 
or r 30 r h h; 

(2) 

dp , 2 dv IT dw 11 IK COS 8 

dr r2 dd hmr dd Xr2 \ m 

u-

2 dv IT dw 

K2COS 6 sin 8 K sin 

rm m 

2KT sin 8 
v + - 3 — w (3) 

in 0-direction: 

dv v dv vu K sin i 
UJr + ~rJ8 + - m 

2 2 T 
w' + -— (u-vnr sin 6)w = 

hm 

h dp rr dp 

rm2 dd m2 ds 
+ V v + 

2 2KT r cos 8\ du 
r2' m dd 

2KT r sin 8 dv 2T dw h K sin 8 
+ 5 — + " — + 1 U 

2T 
V + -J 

1 h K cos 8 I ah 

\ P'm rm4 \m2 II hJ \ m, 

in ^-direction: 

dw v dw K , . Krr sin 8 , 
u — H + — (v sin 8-u cos 8)w + — ; w 

dr r dd m hm 

\w (4) 

r T , • m h 

'Y^{u~mr%md) W=+m2 
dp dp\ 2 

Ts+TW + Vw 

2KTh (du n dv . \ 2r2rdw 
+ —r~ — c o s " - ~ s i n 9 - —77 — 

m2 \d0 dd I mh2 dr 
KTh 

VKr-v cos 8-u sin 0)-
2 2 

K T 
1J+ 1.2 

, 2 3 
1 - ~ + 72 

m h 
(5) 

where 

~dr2+ \r 

1 K cos d\ d /K sin 8 KT r sin 8\ d 

dr m dd 

h_ 

rm d8L 

The terms («m cos 8) (w/h)2 in Eq. (3) and (K sin 8/m)w2 in 
Eq. (4) are nothing but the centrifugal force terms which pro­
duce the secondary flow in the helical square duct. The pressure 
gradient term rr/m2 (dp/ds) in Eq. (4) caused by the torsion 
can be observed clearly in the non-orthogonal helical coor­
dinate system only. It swirls the flow and enhances the sec­
ondary flow described by this coordinate system. If these three 
components of momentum are expressed in an orthogonal 
coordinate system (r, 8, s') (Germano, 1982) as shown in Fig. 
2, the pressure gradient term rr/m2 (dp/ds) in Eq. (4) will 
disappear. Thus, the major contribution of the torsion effect 
comes from the terms (2rvw/h + r(rw/h)2) in Eq. (3) and 2TUW/ 
(hm) in Eq. (4). 

As seen in Fig. 2, the x-axis and /-axis coincide with the 
unit normal N and binormal B, respectively. Because both the 
x-axis and }>-axis are nonorthogonal with respect to s coor­
dinate, except at the center point, the governing equations 
derived based on (x, y) coordinates will be more complex than 
that based on (r, 8) coordinates. Although the governing equa­
tions are established by the nonorthogonal coordinates (r, 8, 
s) here, the finite-element numerical procedure developed can 
also be used to deal with the flow of the duct with other cross-
sections. 

To calculate the Reynolds number Re, owing to the non-
orthogonality of the coordinate system, care should be taken 
to the axial velocity w which is not perpendicular to the r-8 
plane where the flow passes through, except at the centerline 
of the helical square duct. As shown in Fig. 2, the axial velocity 
component which passes through this plane can be found as 
w(m/h) and the average axial velocity through the r-8 plane 
is obtained as 

_ 1 m wdA, (6) 

where A is the area of the cross-section. Since the average axial 
velocity vP provides a better description of the flow than the 
axial pressure gradient dp/ds (Berger et al., 1983), the Reynolds 
number Re and the Dean number K are defined as 

and 

The friction factor 

/ i = 

Re= w 

1 

m dd hm dr 

dp 
2Rew \ ds 

(7) 

(8) 

(9) 
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o c o r n e r nodes : itL, vu -wu Pi 

® middle nodes : uLl ^i, uji 

Fig. 3 Eight-node quadrilateral element 

is obtained from the overall force balance for a differential 
axial length of the duct and the second friction factor 

fi (10) 

is obtained from the average axial velocity gradient along the 
duct wall, where n is the inward unit normal. Although/i and 
f2 are defined in different ways, they denote the same quantity. 
Hence, for an exact flow solution, these two friction factors 
are identical. Thus, the calculations of fi and / 2 can provide 
a method to assess the accuracy of the numerical results (Cheng 
et al., 1976). 

3 Numerical Techniques 

Finite-Element Formulation. The Galerkin finite-element 
approach is adopted to solve the governing differential equa­
tions. The velocities and pressure are chosen and discretized 
as independent variables. The eight-node quadrilateral element 
as shown in Fig. 3 is used to divide the cross-section of the 
helical square duct. The velocities are interpolated by a quad­
ratic polynomial and the pressure can be therefore interpolated 
by a linear function (Zienkiewicz and Taylor, 1989). As in­
dicated in Fig. 3, the nodal velocities are assumed at all nodes 
and the pressure is chosen at corner nodes only. Thus, the 
velocities and pressure in an element can be expressed as 

v\=[N\ 

and 

p=lM}T{pe], (11) 

and [pe] denote the vectors of nodal where \ue, ve, we\ T 

velocities and pressure within element e, respectively. [N] and 
[M] are the interpolation functions which are well-docu­
mented in the literature (Zienkiewicz and Taylor, 1989). [ }T 

and )_ J T represent the transpose of the column and row vec­
tors. 

Using the Galerkin weighted residual procedure, the global 
assemblies of the elemental contributions associated with the 
continuity equation and the Navier-Stokes equations are 

m [> 

MjH()dQ = 0 ( /=1 ,2 , 4) (12) 

m p 

7V,L( )dQ, = Q (/=1,2, . . . 8), (13) 

where Qe is the area of element e. H() and L ( ) represent the 
continuity equation and the Navier-Stokes equations for the 
present steady-state, fully developed laminar flow, respec­
tively. Mj and A?,- are the appropriate interpolation functions. 
Using the Green's theorem (Sokolnikoff, 1964), the manipu­
lation of the Laplace operator V 2 ( ) in the Navier-Stokes equa­
tions can be further treated as 

dN,d{ ) 
dr dr 

h \ dNid( ) 

r m 36 dd 

3( ) rfn+S Ni~t^ds- (14) 
se dn 

Se denotes the boundary area of element e. 
Substituting Eqs. (11) and (14) into Eqs. (12) and (13), after 

necessary manipulations, the final simultaneous nonlinear al­
gebraic equations can be obtained in a matrix form: 

[K]{q}^{Q} + {F}, (15) 

where the global nodal vector (q} = E'"= t lqe], and {qe}T = 
L"l» " 2 . • • • . " 8 . " 1 . V2, . . • , Vg, WU W2, . . . , Wt,P\,Pl,Pl, 

PA\ • [K] is the stiffness matrix. The column vectors [Q] and 
[F] denote the load vectors due to the natural boundary con­
ditions and the axial pressure gradient, respectively. The details 
of matrices [K], {Q}, and {F} can be referred to Chen and 
Fan (1986). It is noted that the stiffness matrix [K] is unsym-
metrical and is a function of nodal variable vectors ({u J, {v J, 
(w), and {p}) and the local vectors [Q] and (F) are kept 
constant in each iteration once the boundary conditions and 
axial pressure gradient are given. 

Solution Algorithm. To solve the simultaneous nonlinear 
algebraic equations of Eq. (15), a successive approximation is 
used (Gartling, 1977). For clarity, Eq. (15) can be rewritten as 

lK({qymq}i+l={Q} + lF) (/ = 0, 1, 2 . . .), (16) 

where the superscript / and / + 1 denote the stages of successive 
iterations. The iteration procedure used here is summarized 
as: 

1. At /' = 0, assume an initial value for the nodal velocities 
and pressure, say, {q}°. 

2. Compute [K], [Q], and {F}. 
3. Solve Eq. (16) and get the updated nodal vector {q}'+[. 
4. Check if the following convergence criterion is satisfied, 

max\\q}i+1-{q}i\ 
-<10" (17) 

and 

max I j ^ ) ' + 

5. If it is satisfied, the numerical procedure is finished. 
6. If Eq. (17) is not satisfied, introduce a relaxation factor 

X to update {q}i+l as [q}*{i+l\ 

iq}*U+1)={qY + x(lq}i+1-lq})- (18) 
7. Take {q}*u+l) as the new (gJ ' inEq. (16) and repeat the 

iteration process from step 2 until the convergent test of step 
4 is satisfied. 

The initial value of each case is the convergence solution of 
(he case with the closest Dean number K, curvature K and 
torsion T. The values of relaxation factor x ranging from 1 to 
0.1 are used as the Dean number increases. 

The Mesh Arrangement and Boundary Conditions. There 
are 12 x 12 elements taken in the analysis. As shown in Fig. 
4, according to the axial velocity gradient, the size of elements 
is designed unequally and more refined elements need to be 
taken near the boundary of the outer-wall region. The per­
formance of this mesh has been examined from the accuracy 
of the computed friction factors,/] and/ 2 . 
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Table 1 Numerical results for the toroidal square duct 
d/p/ds K 

Fig. 4 Finite element mesh for the helical square duct 

Fig. 5 Comparison of the axial velocity at (a) y = 0 and (b) x = 0 

The non-slip boundary conditions used on the walls are 

u = v=w = 0. (19) 

When the torsion vanishes, the duct can be treated as a toroidal 
duct and the flow will be symmetric with respect to the x-axis. 
In such case, it is sufficient to solve the upper half of the cross-
section with the following symmetric boundary conditions at 
the x-axis, 

, bu dw dp „ 
y = 0, and— = — = / = 0. 

by by by 
(20) 

/ , / / , h/fs ( / • | - / 2 ) / / iX l00% 

4 Results and Discussion 

-2 .0X10 4 0.01 
- 4 . 0 x 
- 4 . 5 x 
- 5 . 0 x 
- 5 . 5 x 
- 5 . 6 x 
- 5 . 9 x 

104 0.01 
10" 0.01 
104 0.01 
104 0.01 
104 0.01 
104 0.01 

- l . O x l O 5 0.01 
- l . l x 
- 2 . 4 x 
- 3 . 8 x 

io5 o.or 
105 0.01 
105 0.01 

- l . O x l O 5 0.05 
- l . O x 

Table 2 
bP/bs = 

K 

0.001 
0.001 
0.001 
0.001 
0.001 

0.01 
0.01 
0.01 
0.01 
0.01 
0.05 
0.05 
0.05 
0.05 
0.05 

0.1 
0.1 
0.1 
0.1 
0.1 

Table 3 
dP/ds = 

K 

0.001 
0.001 
0.001 
0.001 
0.01 
0.01 
0.01 
0.01 
0.05 
0.05 
0.05 
0.05 
0.1 
0.1 
0.1 

105 0.15 

0 
0 
0 
0 
0 
0 
0 

57.7 1.22 
101.8 1.38 
112.0 1.41 
122.1 1.44 
131.8 1.47 
130.1 1.51 
33.9 1.55 

0 200.0 1.76 
0 214.8 1.80 
0 388.5 2.13 
0 551.9 2.42 
0 370.3 2.12 
0 553.9 2.46 

1.21 ' 
1.37 
1.42 
1.42 
1.45 
1.52 
1.53 
1.76 
1.79 
2.06 
2.33 
2.06 
2.34 

Numerical results for the helical 
- 1 . 2 X 1 0 5 

T 

0 
0.01 
0.05 
0.1 

0.15 
0 

0.01 
0.05 

0.1 
0.15 

0 
0.01 
0.05 
0.1 

0.15 
0 

0.01 
0.05 

0.1 
0.15 

K 

97.9 
98.3 
98.0 

122.7 
129.0 
227.3 
243.9 
242.0 
238.7 
243.2 
426.2 
437.6 
435.7 
430.2 
423.4 
547.4 
563.1 
559.8 
553.0 
541.5 

f/f 
1.36 
1.36 
1.36 
1.09 
1.03 
1.86 
1.73 
1.74 
1.77 
1.73 
2.21 
2.16 
2.16 
2.19 
2.23 
2.43 
2.37 
2.38 
2.41 
2.46 

h/fs 
1.36 
1.36 
1.37 
1.08 
1.04 
1.83 
1.74 
1.75 
1.76 
1.75 
2.10 
2.12 
2.13 
2.13 
2.13 
2.28 
2.28 
2.29 
2.29 
2.30 

Numerical results for the helical 
- l . O x l O 4 

T 

0 
0.05 

0.1 
0.15 

0 
0.05 
0.1 

0.15 
0 

0.05 
0.05 
0.15 
0.05 
0.1 

0.15 

K 

11.1 
11.1 
11.1 
11.1 
32.7 
32.8 
33.0 
33.4 
63.1 
63.2 
63.2 
63.2 
83.4 
83.3 
83.1 

h/fs 
1.00 
1.00 
1.00 
1.00 
1.08 
1.07 
1.06 
1.05 
1.25 
1.24 
1.24 
1.24 
1.33 
1.33 
1.33 

h/fs 
1.00 
1.00 
1.00 
1.00 
1.07 
1.07 
1.06 
1.05 
1.23 
1.23 
1.23 
1.23 
1.31 
1.31 
1.31 

0.8 
0.7 

- 0 . 7 
1.4 
1.4 

- 0 . 7 
1.3 
0 

0.5 
3.2 
3.7 
2.8 
4.9 

square duct with 

( />- /2 ) / / ,x l00% 

0 
0 

- 0 . 7 
0.9 

- 1 . 0 
1.6 

- 0 . 6 
- 0 . 6 

0.6 
1.2 
5.0 
1.9 
1.4 
2.7 
4.5 
6.2 
3.8 
3.8 
5.0 
6.5 

square duct with 

( / i - / 2 ) / / , x l 0 0 % 

0 
0 
0 
0 

0.9 
0 
0 
0 

1.6 
0.8 
0.8 
0.8 
1.5 
1.5 
1.5 

Grid Dependence and Accuracy of the Solutions. The grid 
dependence has been checked with three different meshes, 
12x12, 18x18, and 22x22, for the case of axial pressure 
gradient bp/bs= - 1 . 2 x 105, curvature /c = 0.1 and torsion 
T = 0.15. Compared with the results obtained by the finest mesh 
of 22x22 elements, the differences of the friction factor / i 
computed by the mesh of 12 x 12 elements and 18x18 elements 
are 2.5 and 1.2 percent, respectively. The corresponding pat­
terns of the axial velocity and secondary flow are nearly the 
same. Since the computation time needed for 12 x 12 elements 
is several times less than those for 18 x 18 and 22 x 22 elements, 
the mesh of 12 x 12 elements is hence adopted in all compu­
tations. 

The two friction factors f\ and/2 can also be used to estimate 
the accuracy of the results. As shown in Tables 1-3, the present 
computed results of some typical cases are given. The maxi­
mum difference between the friction factors f\ and f2, nor-

ao 
2.5 

-

-

_ 

-

1 1 i i 1 1 1II 1 1 1 I I 1II1 
A Ludwig (Expi.) (Ref. Cheng et al. (1976)) / — 

• Ghia and Sokhey (1977) , 

~ ~ ~ Cheng et al. (1976) / _ 

/ 0 
/ © 

x
 n o 

/ A D 

/ ^ 

^ 
> - 1 ° 1 11 1 1 11 • 1 1 1 1 

8 10' 

K 

Fig. 6 The variation of normalized friction factor versus the Dean num­
ber K for the toroidal square duct 
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malized by the corresponding values for a straight duct fs, is 
within 6.5 percent as the Dean number K < 563.1. Hence, the 
performance of the mesh displayed in Fig. 4 is the optimal 
one. For higher Dean numbers, the deviation is more obvious 
because the axial velocity gradient dw/dn near the wall is steeper 
than that of the lower Dean numbers. To compensate for this, 
a more refined finite-element mesh hear the wall is needed. 
Thus, the friction factor/] , instead of/2, should be used to 
calculate the frictional loss, especially at high Dean numbers. 

Comparison With the Previous Studies for Toroidal Square 
Ducts. When the torsion vanishes, the helical square duct 
becomes a toroidal one. Results of the flow in such a duct are 

available in the literature. The computed profiles of the axial 
velocity along the x-axis and .y-axis are shown in Fig. 5 and 
found in good agreement with the numerical data obtained by 
Cheng et al. (1976). 

The variation of the friction factor ratio fx/fs versus the 
Dean number K for a wide range of 32.7 < K < 729.7 is 
displayed in Fig. 6. For comparison purposes the experimental 
results of Ludwieg (Cheng, 1976) and the numerical study of 
Cheng et al. (1976) and Ghia and Sokhey (1977) are also shown. 

Although the deviation of the present study from the cor­
related equation of Cheng et al. (1976) is observed at high 
Dean numbers, the trend that the friction factor is increasing 
with the Dean number is consistent with the findings of Lud-

T = 0 

/ / / / / * * • — - — 

' / / / / - — • 

' I I I / / -
' ' ' / / / / " " • - * • 

' 1 1 1 1 1 ' ' ' • 
; ; ! 1 1 1 ' ' • : 
> \ \ 1 1 1 < • 
M \ { \ \ l ' ' • 
* \f H \ \ ^ -\ \ ^ \ \ \ ^ - ~ 

v V \ \ \ \ \ v . . . 

v . ^ \ \ K N N -. - „ , 

, S \ \ \ \ v ^ > . . 
. \ \ \ \ s v ^ . . . 
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T = 0 . 1 5 
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T = 0 . 0 5 
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Fig. 7 The torsion effect on the secondary flow under various curvatures (dpISs 

T = 0 . 1 5 

1.2 x105) 
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T = 0 T = 0 . 0 5 
(a) /c = 0.001 

T = 0 T=0.05 
(b) K =0.01 

T = 0 . 1 5 

T = 0 . 1 5 

T = 0 . 0 5 

( C ) K = 0 . 0 5 
T = 0 . 1 5 

T = 0 T = 0 . 1 5 T = 0 . 0 5 

(d )K =0 .1 
Fig. 8 The torsion effect on the axial velocity mw/h under various curvatures (dplds= - 1 . 2 x 105) 

wieg (ref. (Cheng, 1976)) and Ghia and Sokhey (1977). The 
present study showed that Dean's instability occurs at Dean 
number K> 133.9 and persists even at K = 729.7. In the so­
lutions of Cheng et al. (1976), however, Dean's instability 
disappears again at Dean number K = 520. 

The Torsion Effect on the Secondary Flow. As seen in 
previous studies of the helical circular pipe, (Wang, 1981; 
Germano, 1982) the effects of torsion on secondary flow vary. 
This variation can be attributed to the different coordinate 
systems used. However, the physical effect of the torsion on 
the secondary flow can be viewed only in the orthogonal co­
ordinate system. To realize the torsion effect on the secondary 

flow for the helical square duct, the velocities (u, v, ve) defined 
in the nonorthogonal coordinate system (r, 6, s) should be 
transformed to the orthogonal coordinate system (r, 6,s'). As 
shown in Fig. 2, the axial velocity w can be divided into two 
components wm/h and wrr/h. By multiplying by a scale factor 
(2K)1/2, the component wm/h which is normal to the (r, 6) plane 
is the axial velocity w'. The component wrr/h is the angular 
velocity component on the (r, 6) plane. The relations between 
the velocities (y, v, w) of the present study and («', v', w') 
of Kao (1987) can be listed as: 

TV Ytl 
u' = u, v' = v+w — and w'= w— (2K)W2. (21) 

n h 
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The curvature and torsion effects on the secondary flow are 
displayed in Fig. 7. As torsion vanishes, only the centrifugal 
force acts. Hence, as shown in Fig. 7(a), the upper and lower 
vortices are symmetrical with respect to the x-axis and a pair 
of counter-rotating vortices are observed. As curvature in­
creases, the strength of the secondary flow is enhanced and 
an additional pair of vortices is found (see Figs. 1(b), (c), and 
(d)). This phenomenon is noted as Dean's instability (Cheng 
et al., 1976) as the Dean number K exceeds its critical value 
KC(KC= 133.9 here). Besides, to satisfy the continuity equation, 
a pair of strong, parallel inward flows are also seen at the top 
and bottom walls. 

When torsion increases, the pairs of vortices merge and the 
lower vortex grows larger and squeezes the upper one to a 
narrow region. This tendency is similar to that observed by 
Chen and Fan (1986) and Kao (1987) for the flow in the helical 
circular pipe. In the case of K = 0.001 and T = 0.15 as seen in 
Fig. 7(a), the torsion effect is so dominant that the secondary 
flow pattern has only a rotating vortex and the upper vortex 
disappears completely. Although the upper vortex may grow 
larger as curvature increases, (see Figs. 1(b), (c) and (d) it is 
still smaller than the lower one even when the curvature in­
creases to K = 0 .1 . Furthermore, the sources and sinks of the 
secondary flow pattern which occurred at the boundaries of 

— -«— ap/as=-i.a-io 

— B — dp/ds= -l.o.io" 

^=&=-, 

Fig. 9 The torsion effect on the friction factor ratio under various cur­
vatures 

the duct wall are also noted by Germano (1989) for the helical 
elliptical duct. 

The Torsion Effect on the Axial Velocity. The torsion ef­
fect on the axial velocity mw/h is displayed in Fig. 8. These 
are calculated under the same conditions mentioned in the 
previous section. For a toroidal duct, the centrifugal force 
throws the flow to the outer wall of the duct and the constant 
contours of axial velocity are symmetric with respect to the x-
axis. As the curvature increases (K>KC), (see Figs. 8(b), (c) 
and (d)) the phenomenon of Dean's instability reoccurs. More­
over, the axial velocity and the flow rate rate are reduced with 
curvature increases, as would be expected. 

With the increase of the torsion, the flow is twisted about 
the center of the cross section and the peak of the axial velocity 
rotates clockwise to the upper wall. With the increase of cur­
vature, the centrifugal force enhances and throws the flow to 
the outer wall. 

When the flow is dominated by the torsion, as seen in the 
case of curvature K = 0.001 and torsion T = 0.15 (see Fig. 8(a)), 
a uniform contour pattern which is almost symmetric with 
respect to the x- and >>-axis is observed and the peak of axial 
velocity exists near the center of the duct. As the curvature 
increases to /c = 0.01, the torsion effect swirls the flow and 
makes the high speed region spread to both the upper and the 
outer wall (see Fig. 8(b)). Once the curvature increases further, 
the centrifugal force dominates the flow again. 

The Torsion Effect on the Friction Factor. The torsion 
effect on the friction factor ratio under various curvatures is 
shown in Fig. 9. In the cases of the pressure gradient dp/ 
ds)= - 1.2 X 105 and curvature K = 0.001, an obvious decrease 
of friction factor ratio from torsion T = 0.05 to T = 0.1 is ob­
served. This is due to the fact that a more uniform distribution 
of the axial velocity contour is obtained as the torsion is greater 
than 0.05 (see Fig. 8). In such cases, the flow is dominated by 
the torsion, the motion of the flow along the duct becomes 
more smooth and the friction factor ratio decreases. When the 
torsion is large enough (T>0.15) , the friction factor of the 
helical square duct approaches that of the straight square duct. 
Under the same pressure gradient, and as the curvature in­
creases to K = 0 .01 , 0.05 and 0.1, the Dean's instability occurs 
as the torsion vanishes and disappears as the torsion exists. 

(b)T=0.1 

Fig. 10 The effect of inclined angle on the secondary flow (/c = 0.01 and dplds= -1.0x 105) 
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Fig. 11 The effect of inclined angle on the secondary flow (K = 0.01 and dplds= -1.0x 10s) 

1.2 

Duh and Shih (1989) 

Present 
D K = 0 . 0 1 , T = 0 . 1 

O K = 0.01. T = 0 

dp/ds = ~ 4 OxlO4 

0' 45 15' 30' 
Inclined angle (p 

Fig. 12 The effect of inclined angle on the friction factor ratio 

Hence, the friction factor ratio decreases at first and subse­
quently changes slightly as the torsion increases continuously. 

In cases of a pressure gradient dp/ds= ~ 1.0 x 104, the tor­
sion effect on the friction factor ratio is negligible. That is, if 
the pressure gradient is small enough, the friction factor ratio 
for the toroidal square duct can be used instead of that for 
the helical square duct for the same curvature. 

The Effect of Inclined Angle. The centrifugal force is also 
influenced by the inclined angle of the cross section. Because 
the directions of the centrifugal force and the wall are not 
orthogonal, the flow in the inclined duct is different from that 
in the duct without inclining. The effects of the inclined angle 
of the square cross-section on the secondary flow and axial 
velocity are shown in Figs. 10 and 11, respectively. Inclined 
angles <p up to 45 deg were tested. 

In Fig. 10(a), the secondary flow patterns of the toroidal 
square duct with various inclined angles are displayed. As 
reported by Duh and Shih (1989), the inclined angle does not 
permit the occurrence of the Dean's instability observed at 
<p = 0 deg. In addition, the inclined angle strengthens the sec­
ondary flow on the outer inclined boundaries. In the case of 
<p = 45 deg, since the effect of the centrifugal force is symmetric 
with respect to the x-axis, a symmetric secondary flow pattern 

is observed. Figure 10(b) shows the effect of the inclined angle 
for the helical square duct. As the inclined angle <p = 0, torsion 
induces a larger vortex that occupies most part of the cross 
section of the duct while a smaller one appears in the upper 
right corner of the duct. As the cross section inclines more, 
the smaller vortex grows larger and a stronger secondary flow 
on the outer inclined wall can be viewed. The rotation of the 
axial velocity contours and the translation of the maximum 
axial velocity region to the outermost corner are displayed in 
Fig. 11. 

Figure 12 shows the variation of the friction factor ratio 
versus the inclined angle <p. As the torsion vanishes, the results 
are in excellent agreement with those of Duh and Shih (1989). 
The friction factor ratio for the cases of the axial pressure 
gradient dp/ds= - 4 x 104 does not exhibit any notable changes 
as the inclined angle changes. Hence, the friction factor for 
the toroidal square duct can be used for the helical square 
duct. However, for the cases with the axial pressure gradient 
dp/ds= - 1 x 105, the friction factor ratio has significant 
changes for inclined angles 0 deg < <p < 15 deg. The friction 
factor ratio is the smallest at <p = 0 deg, if the Dean's instability 
does not occur. As the Dean's instability occurs, however, the 
friction factor ratio for the toroidal duct at p = 0 is larger than 
that with nonvanishing inclined angles. 

5 Concluding Remarks 
Based on a nonorthogonal helical coordinate system, the 

characteristics of a fully developed laminar flow in the helical 
square duct have been studied using the Galerkin finite-element 
analysis procedure. The effects of finite curvature, finite tor­
sion and the inclined angle of the cross section of the helical 
square duct on the secondary flow, axial velocity, and friction 
factor are presented. The solutions of the toroidal square duct 
are in agreement with previous studies (Cheng et al., 1976; 
Ghia and Sokhey, 1977; Duh and Shih, 1989). Several signif­
icant conclusions can be made: 

1. Torsion has an important effect on the secondary flow. 
It enlarges the lower vortex and squeezes the upper one. As 
the torsion increases continuously, the lower vortex may oc­
cupy the entire cross-section of the duct and the upper one 
disappears. 

2. The curvature effect throws the flow to the outer wall 
and makes the maximum axial velocity region occur near the 
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outer wall of the square duct. However, the torsion will rotate 
the axial velocity contour about the center of the cross section. 
As the flow in the helical square duct is dominated by the 
torsion, the maximum axial velocity will exist near the center 
of the duct and uniform distribution of the axial velocity is 
expected. 

3. Dean's instability has the effect of increasing the friction 
factor. In addition, the friction factor of the toroidal square 
duct can be used for the helical square duct if the axial pressure 
gradient is small enough. \f the curvature is small and the 
torsion large enough, that is, the flow is dominated by the 
torsion, the friction factor of the helical square duct ap­
proaches that of the straight duct even for a large axial pressure 
gradients. 

4. The inclined angle of the helical square duct strengthens 
the secondary flow on the outer inclined boundaries. The cur­
vature effect translates the maximum axial velocity region to 
the outermost corner in the inclined duct. Once the Dean's 
instability does not occur, the inclined angle does not have 
obvious effect on the friction factor. 

5. The phenomenon of Dean's instability in the toroidal 
square duct occurs at Dean number K= 133.9 and persists of 
K = 729.7. For the helical or inclined square duct, however, 
this phenomenon is not observed. 
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Probabilistic Simulation of 
Fragment Dynamics and Their 
Surface Impacts in the SSME 
Turbopump 
Numerical simulations are used to model the dynamics of solid fragments in the 
high pressure fuel turbopump of the space shuttle main engine (SSME HPFTP). 
The simulations are conducted in a probabilistic structure in order to simulate the 
variance in the geometrical configuration, material properties and initial conditions 
of the solid fragments. The results of the particle dynamics simulations are presented 
in the form of the probability of surface impacts, and probability distributions of 
the impacting velocity and impingement angle. 

Introduction 
Solid fragments in the SSME HPFTP are a source of health 

monitoring concern because their impacts with surfaces can 
influence the life and performance of components and sensors, 
A summary of the results of a failure review of the SSME 
based on Unsatisfactory Condition Reports (UCRs) was pre­
sented by Teeter et al. (1987). According to this study, the high 
pressure fuel turbopump was the source of the largest number 
of UCRs, and cracking was the dominant type of failure. 
Besides cracking, other degradation mechanisms like cavita­
tion, wear, rubbing, looseness, and misassembly can produce 
particle fragments in the engine environment. Sources of solid 
fragments include tanks, seals, blades, bearings and other com­
ponents. A documentation of the particle ingestion history was 
carried out as part of Rocketdyne's Turbopump Instrumen­
tation Final Assessment (Voyd, 1990) to characterize their sizes, 
shapes and sources. 

Due to the fragments' higher inertia, their trajectories gen­
erally deviate from the flow streamlines and they tend to impact 
the solid surfaces. The amount of deviation depends on the 
fragment size, shape, material density and initial conditions. 
The paths taken by smaller, lighter fragments are dominated 
by the fluid forces. They tend to follow the flow streamlines 
more closely, and are less susceptible to surface impacts. The 
paths taken by larger, heavier fragments are dominated by 
their inertia. They deviate more from the streamlines, and 
impact the surfaces at higher impact angles. The particle dy­
namics modeling therefore requires an accurate representation 
of the interactions between the fragments and the fluid and 
between them and the solid surfaces. A knowledge of the 
impact locations, as well as the magnitude and direction of 
the impact velocity is critical to health monitoring, perform­
ance estimates and life predictions. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
July 24, 1991. Associate Technical Editor: S. Rohatgi. 

In this investigation, numerical simulations are used to model 
the dynamics of solid fragments in the SSME HPFTP. Quasi 
three-dimensional calculations are used to determine the im­
peller flow field. A one-way interaction model is adapted re­
garding the interaction forces between the solid fragments and 
the flow. While a suspended particle trajectory is determined 
by the interaction forces, and its inertia, the effect of the 
interaction forces on the flow field is neglected. The numerical 
computations of the particle dynamics are performed in a 
probabilistic structure in order to simulate the variance in the 
solid fragments' shape, size, material density and initial con­
ditions. The models for the interactions between the solid frag­
ments and the impeller surfaces are based on empirical 
correlations of rebounding experimental data measured using 
LDV. 

Particle Dynamics in the Flow Field 
The equations governing the motion of solid fragments in 

the turbomachinery flow field are written in cylindrical polar 
coordinates relative to a frame of reference fixed with respect 
to the rotating blades. 

d? ~*r + 
ddp 

dt 
- + 0) 

2drn dd, 

dt2 

dt \dt 

=F7 

- + o> 

(1) 

(2) 

(3) 

where r, 6, z define the solid fragment location in cylindrical 
polar coordinates at time t. The centrifugal and Coriolis ac­
celeration are represented by the last term on the right hand 
side of Eqs. (1) and (2), respectively. The first term on the 
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right-hand side of Eqs. (1) through (3) represents the force of 
interaction between the particles and flow per unit mass of 
solid fragments. Drag is the main force of interaction between 
the particles and the flow in a turbomachinery environment 
(Hamed et al., 1988). It is dependent on the size and shape of 
the material and on its velocity relative to the flow. 

Table 1 Particle drag and similarity parameters 

P^P/_CD_ 

PPQ/A K, 
dr, 

t dt 
Ver dt 

V, 
dz. 

zf dt 
(Vf-Vp) (4) 

where Vr„ Vg„ Vz„ represent the relative flow velocities in the 
radial, circumferential and axial directions, respectively; pf, pp 

are the gas and solid particle material density, respectively, 
Q/A is the particle volume to surface area ratio, and CD is the 
particle drag coefficient. 

The particle trajectory computations were performed using 
a fourth order accurate Runge-Kutta scheme. The numerical 
integration of Eqs. (l)-(3) provides the location and velocity 
of the solid fragment in the flow field at successive time steps, 
starting from the initial conditions. When the particles impact 
any of the surfaces, the magnitude and direction of their re­
bounding velocity is required in order to continue the trajectory 
computations after these impacts. Empirical correlations of 
experimentally determined particle restitution ratios (Taba-
koff, 1989) are used to determine the magnitude and direction 
of the rebounding velocity after the surface impact, which 
constitute the initial conditions for the remainder of the tra­
jectory. 

Fluid Forces. The various parameters affecting the drag 
coefficient and the empirical correlations for spherical particles 
were discussed by Hamed et al. (1988). Limited experimental 
data exists for the drag force on other particle geometries 
(Debler, 1990). Table 1 lists some of the drag coefficient cor­
relations for some geometries that are pertinent to the present 
investigation, as probable candidates to approximate fragment 
configurations. The tabulated parameters include the ratio be­
tween the drag coefficient for a given configuration to that of 
a sphere. In the present investigation, the multiplication factors 
of Table 1 are used together with empirical correlations for 
spherical particles to represent the drag coefficient over the 
different ranges of the Reynolds number (Hamed et al., 1988). 
The latter is based on the fragment slip velocity relative to the 
flow. The characteristic time, T, is the similarity parameter 
affecting the trajectories in the flow field. Identical trajectories 
would be expected for the same value of this parameter under 
different particulate flow conditions. Table 1 also lists the 
values of the ratio of the characteristic time for the indicated 
particle geometries to that of a sphere which can be seen to 
range between 1.3 and 2.5 for the indicated particle geometries. 

The Flow Field. The high pressure fuel turbopump impeller 
is shown schematically in Fig. 1. The pump consists of three 
stages with gooseneck cross over ducts connecting each impeller 
exit to the following inducer. It is quite difficult to adapt most 
turbomachinery flow solutions to the particular HPFTP im­
peller configuration with three splitter blades in each main 
blade passage. The code developed by McFarland (1984) based 

Particle 
Geometry 

9 

• 
B 

I 
« 

-® 

CD (Range Re) 
0.40 (Re> 3000) 
0.80(104<Re<105) 
1.05 (104<Re<105) 
1.16(104<Re<105) 
0.42(104<Re<105) 
0.5.(104<Re<106) 

shape 

sphere 

l 
2 
2.62 
2.90 
1.05 
1.25 

7/Tsphere 

1 
1.89 
1.76 
1.94 
2.10 
2.50 

Fig. 1 SSME HPFTP impeller 

on the panel method for turbomachinery flow analysis is well 
suited for multiple blade element geometries. It is applicable 
to inviscid flow and offers the advantage of resolving the flow 
at the blade leading and trailing edges to the desired accuracy. 
The code is based on the panel method, which is second order 
accurate in terms of the panel size. For a discussion of the 
numerical errors, the reader is referenced to McFarland (1982). 

The solution was obtained on a number of S{ (blade-to-
blade) stream filaments using the multiplanel code of Mc­
Farland (1984). The blade input geometry at the shroud is 
shown in Fig. 2 with the panel control and end points. One 
can see the fine resolution at the leading and trailing edges. 
The flow computations were performed at 90 percent RPL 
(rated power level). 

Probabilistic Particle Dynamics Simulations 
The problem of particle dynamics is probabilistic in nature 

because of the possible variance in the fragment's size, shape, 
material density, and initial conditions at the impeller inlet. 
The particle dynamics simulations are therefore performed in 
a probabilistic structure to model the influence of the variance 
in these parameters, on the particle surface impact character­
istics. In the present study, the deterministic simulations of 

Nomenclature 

A = particle surface area 
CD = particle drag coefficient 

F — drag force on the particle 
M = meridional coordinate 

r, z = radial and axial coordi­
nates 

/ = time 
V = relative flow velocity 
p = density 
6 = circumferential coordinate 
T = characteristic time for par­

ticles 

Subscripts 

/ = 
P = 

r, 8, z = 

fluid 
particle 
components in cylindrical 
polar coordinate system 
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Fig. 2 Blade geometry at the shroud 

Fig. 3 Cross over duct 

the particle trajectories were peformed a large number of times 
based on probabilistic distributions of the particle size, and 
initial conditions. The details of these distributions, and the 
basis on which they were determined for each case are given 
in the results and discussion. 

Results and Discussion 

The presented results of the probabilistic particle dynamics 
modeling demonstrate the effects of the variance in particle 
size and initial conditions. Probability distributions of particle 
impact locations, velocities and angles were obtained by sim­
ulating the trajectories for large samples consisting of one 
thousand particles. To demonstrate the effect of fragment size, 
results of trajectory computations are presented for two cases 
of solid fragments with characteristic lengths of 762 and 15 
microns. In each case, an analysis of the particle trajectories 
in the cross over ducts preceding the impeller shown in Fig. 
3, was used to obtain a probabilistic distribution of the location 
and velocity of the particle sample at the impeller inlet. 

The first set of results are for seal fragments of 762 micron 
characteristic length and 8249.5 kg/m3 material density. Figure 
4 shows the computed distribution of the 762 micron particle 
velocity components normalized with respect to the average 
flow velocity at the impeller inlet as determined from the anal­
ysis of particle trajectories in the cross over ducts. Negative 
radial velocity components indicate particles traveling toward 
the hub as they enter the impeller. 

Typical trajectory computations are presented in Fig. 5 for 
three of these particles. It is clear that the trajectories of these 
large fragments are dominated by their inertia, and that they 
deviate considerably from the flow streamlines and repeatedly 
impact the various blade passage surfaces. Impacts with the 
rotor blades impart large circumferential velocities to these 
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Fig. 4 Simulated variance in the 762 urn particle inlet velocity 

CIRCUMFERENTIAL COORDINATE (m) 

Fig. 5 Sample trajectories for the 762 /im particle 

fragments which cause them to be centrifuged in the radial 
direction, further enhancing the deviation of their trajectories 
from the streamlines. The variance in the size of these larger 
particles does not influence the trajectories which are domi­
nated by their inertia. Table 2 summarizes the results of blade 
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Table 2 Summary of impact probabilities for 762 micron particle (S = suction surface; 
P = pressure surface) 

Impacted 
surface 
HUB 

SHROUD 
BLADE 1(S) 
BLADE 1(P) 
BLADE 2(S) 
BLADE 2(F) 
BLADE 3(S) 
BLADE 3(P) 
BLADE 4(S) 
BLADE 4(P) 

Overall 
probability 

0.113 
0.661 
0.235 
0.396 
0.064 
0.089 
0.043 
0.220 
0.012 
0.043 

Impact velocity (m/s) 

Mean 
238.81 
268.56 
135.12 
247.96 
333.03 
362.11 
262.60 
315.00 
338.73 
375.18 

Mode 
91.44 

274.32 
91.44 

367.76 

396.24 
* 

335.28 

Probability 
of mode 

0.017 
0.242 
0.059 
0.068 

0.038 
* 

0.080 
* 

Impact angle (deg) 

Mean 
12.20 
16.27 
19.81 
8.26 

33.53 
1.09 

13.71 
4.44 

17.23 
1.62 

Mode 
15 
10 
10 
5 

1 
* 
2 
* 

Probability 
of mode 

0.028 
0.290 
0.068 
0.200 

0.043 
* 

0.045 

Impact velocity modes were not determined for surfaces with overall impact probabilities less than 
0.08. 

0 0 IMPACT LOCATIONS (c) RELATIVE IMPACT ANGLE 
(degrees ) 

Fig. 6 Shroud impact data for the 762 pm particle 

(I)) RELATIVE IMPACT 
VELOCITY (m Is) 

( c ) RELATIVE IMPACT ANGLE 
( d e c r e e s ) 

Fig. 7 Blade 1 pressure surface impact data for the 762 nm particle 

surface impacts associated with one thousand simulated tra­
jectories for these large fragments. According to the data pre­
sented in Table 2, the shroud has the highest overall impact 
probability of 0.661, followed by the main blade pressure sur­
face with 0.396. The suction surfaces of the splitters are the 

least likely to be impacted, with the likelihood decreasing from 
the first to the second and then to the third. 

Figures 6 and 7 present the associated impact locations and 
the mean values of the probable impact velocity and impinge­
ment angle. Figure 6 shows that the majority of impacts with 
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Fig. 8 Probabilistic distribution of 762 f m particle's impact conditions 
with the shroud 

the shroud occur upstream of the leading edge of the second 
splitter. Figure 7 showing the probable impact locations with 
the main blade pressure surface indicates that these large frag­
ments quickly centrifuge radially after their initial blade surface 
impacts starting at the lower third of the blade leading edge. 
The rest of the blade surface impact results, not presented 
here, indicate that the most probable impact locations on the 
splitter blades are near their leading edges. 

The shroud surface impact data are presented in a different 
form in Fig. 8 to demonstrate the probabilistic nature of the 
simulated particle impacts. According to this figure, a high 
impact probability of 0.24 for the shroud is associated with 
the impact velocity of 270 m/s. An examination of the impact 
angle trends is important since brittle material type failure is 
associated with near normal impacts of 90 deg, while ductile 
material type cutting is associated with lower impact angles 
(Teeter et al., 1987). The probability of most hub or shroud 
impacts is in the 10 to 30 deg angle range. On the other hand, 
the impact data on the main blade pressure surface indicate a 
much lower probability of impact, with a maximum probability 
of occurrence of less than 0.07 for particle impact velocity of 
360 m/s. Also small impact angles are associated with the main 
blade pressure surface, which mostly suffer glancing impacts 
at angles less than 15 deg. 

The second set of results were obtained considering relatively 
smaller fragments of 15 micron diameter and 9130.5 kg/m3 

material density. These exist in the flow environment of the 
impeller due to the exfoliation of material from piping or tank 
structures. Figure 9 shows typical trajectory computations for 
six of these small particles. It is clear that these small particles 
follow more closely the streamlines, and are more affected by 
the aerodynamic drag. The variance in the size of these small 
particles can influence their trajectories, unlike the larger 762 

CIRCUMFERENTIAL COORDINATE (m) 

Fig. 9 Sample trajectories for the 15 jtm particle 

Z 0.025 0.075 0.125 0.175 0.225 

( a ) RADIAL VELOCITY COMPONENT 

/ V , 

( c ) AXIAL VELOCITY COMPONENT 

Fig. 10 Simulated variance in the 15 ^m particle inlet velocity 

micron particles whose dynamics are dominated by their inertia 
with little or no aerodynamic effects. 

Uncertainty in particle size was modeled in the simulation 
of these smaller fragments' trajectories. The trajectory sim­
ulations were conducted for 1000 particles with a mean char­
acteristic length of 15 microns and a standard deviation of 5 
microns. Since these smaller particles follow the streamlines 
more closely in the cross over duct, their absolute velocities 
lag only a small percentage relative to the local flow velocity, 
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Table 3 Summary of impact probabilities for 15 micron particle (S = suction surface; 
P = pressure surface) 

Impacted 
surface 
HUB 

SHROUD 
BLADE 1(S) 
BLADE 1(P) 
BLADE 2(S) 
BLADE 2(P) 
BLADE 3(S) 
BLADE 3(P) 
BLADE 4(S) 
BLADE 4(P) 

Overall 
probability 

0.115 
0.258 
0.158 
0.032 
0.012 
0.096 
0.001 
0.117 
0.007 
0.028 

Impact velocity (m/s) 

Mean 
27.88 

126.56 
90.04 
91.48 

199.15 
175.78 
155.00 
118.59 
200.05 
180.60 

Mode 

* 
152.40 
121.92 

* 

182.88 
* 

152.40 
* 

Probability 
of mode 

* 
0.089 
0.059 

* 

0.043 
* 

0.043 
* 

Mean 

18.56 
7.21 
4.35 
9.25 
6.95 

25.19 
27.47 
14.33 
10.35 
10.48 

mpact angle (deg) 

Mode 

* 
5 
2 

10 
* 
10 
* 

Probability 
of mode 

* 
0.136 
0.080 

* 
0.038 

* 
0.073 

* 

Impact velocity modes were not determined for surfaces with overall impact probabilities less than 
0.08. 

(a) Impact Locations (i>) Relative Impact Velocity 

(m/s) 
(c) Relative Impacl Anylo 

Fig. 11 Shroud impact data for the 15 ^m particle 
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Fig. 12 Probabilistic distribution of the 15 jim particle's impact con­
ditions with the shroud 

and they are distributed in proportion to the fluid mass flux 
at the impeller inlet. 

Figure 10 shows the simulated distribution of the particle 
inlet velocity components in the radial, circumferential, and 
axial directions based on the particle trajectory analysis in the 
cross over ducts of Fig. 4. Table 3 summarizes the results of 
blade passage surface impacts associated with one thousand 
small particle trajectories. According to the data presented in 
Table 3, the shroud has the highest overall impact probability 
of 0.258 followed by the main blade suction surface with 0.158. 
Comparing Tables 2 and 3, it is clear that the probability of 
a smaller particle impacting an impeller surface is considerably 
less than that of a larger fragment. In addition, the shroud's 
probability of being impacted by a 15 micron particle is less 
than half that by a 762 micron particle. 

The shroud impact data obtained from one thousand sim­
ulated particle trajectories are presented in Figs. 11 and 12. 
According to Fig. 11, a 15 micron particle is most likely to 
impact the shroud near the main blade pressure surface up­
stream of the first splitter. The main blade and splitter surface 
impact velocities, not presented here, indicate that impacts by 
these smaller particles, if any, are most likely to occur near 
the leading edges with a very low probability of them having 
multiple impacts with the same surface. Comparing Figs. 8 
and 12, one can conclude that the low impact velocities and 
impact angles are evidence of the greater influence of aero­
dynamic drag forces on these small particle trajectories. 

Conclusions 
This investigation was conducted to simulate the effects of 

variance in the size and associated initial conditions of the 
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ingested debris in the SSME HPFTP impeller on the blade, 
hub and shroud impacts. The results in the form of probability 
distribution functions for the impact locations, impact veloc­
ities and impingment angles, relative to the various impeller 
surfaces, were obtained from the simulations of the fragments' 
dynamics through the impeller flow passages in a probabilistic 
structure. The presented results are useful for life prediction 
and health monitoring purposes. They can be used to quantify 
the risk in terms of structural integrity and installed sensor 
reliability associated with the probability of impacts by ingested 
debris. 
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Flow Measurements in a Model 
Burner—Part 2 
The isothermal swirling flow in the vicinity of a model oxy-fuel industrial burner 
is analyzed with laser-Doppler velocimetry together with laser-sheet visualization. 
The burner consists of a central axisymmetric swirling jet surrounded by sixteen 
circular jets, simulating the injection of oxygen in practical burners. The results 
extend those obtained for non-swirling flows, and presented in Part 1 of this paper, 
to the analysis of the dependence of the mixing efficiency of the burner assembly 
upon the swirl motion of the central jet and have the necessary detail to allow to 
assess the accuracy of calculation procedures of the flow in industrial burners. It is 
shown that swirl attenuates the three-dimensional structure typical of multijet flows 
in such a way that turbulence production and transport in the near burner zone are 
dominated by swirl-induced processes. 

1 Introduction 
Current designs of industrial burners usually incorporate 

swirl motion as a means to provide hot-gas recirculation to 
ensure flame stabilization (e.g., Gupta et al., 1984; Lawn, 
1987). In addition, a double concentric geometry with a sec­
ondary air stream introduced through an annulus combine the 
advantage of good flame stability with that of increased flame 
length with a nearly uniform energy release, e.g., Wu and 
Fricker (1976). If trie annulus is replaced by several axisym­
metric jets, a multijet configuration is obtained, such as that 
typically used under oxy-fuel conditions (e.g., Bansal and 
McCombs, 1986) and preferred to coaxial axisymmetric ge­
ometries (e.g., Booker, 1982). However, the design of multijet 
burners has relied almost exclusively on empirical methods 
(e.g., Gibbs and Williams, 1983) and although a number of 
extensive studies on simple swirl burners have been undertaken 
(e.g., Mao et al., 1986; Tangirala et al., 1987; Hardalupas et 
al., 1990; Durao et al., 1990), a detailed study of multijet flow 
which could be used as a basis for the optimization of multijet 
swirl burners has not been published in the literature and is 
the main objective of this work. 

This paper reports an experimental study of the flow pattern 
downstream of a model multijet burner head, typical of those 
found in glass furnaces operating with oxygen enrichment (e.g., 
Heitor and Moreira, 1992). The measurements follow those 
presented in Part 1 of this paper (i.e., Durao et al., 1991) for 
non swirling conditions, which have shown that multijet flows 
allow higher mixing rates than similar axisymmetric coaxial 
jets, such as those of Durao and Whitelaw (1976) and Ribeiro 
and Whitelaw (1980). The present results extend the analysis 
to the effect of swirling the primary air flow on the turbulent 
structure and mixing process in the vicintiy of the burner head, 
which is necessary to guide the optimization of operating con­
ditions of existing burners and to allow to develop computer 
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codes to provide a valuable tool for burner design. The effect 
of other parameters, such as the presence of combustion and 
the relative location of the primary and secondary flows, on 
the burner performance is discussed elsewhere. As a result, the 
present paper is limited to a very specific configuration, but 
representative of oxy-fuel burners where mixing of the fuel 
with the oxidant must be achieved close to the burner face to 
improve the safety of the installations. As a consequence, 
combustion efficiency is limited by the rates of mixing that 
can be achieved, which should be improved by imparting swirl 
to the primary air flow. 

The paper is presented in five sections including this Intro­
duction. Section 2 describes the experimental method and gives 
details of the flows analyzed. The experimental techniques used 
throughout the work are similar to those described in Part 1 
of this paper and are presented in a condensed form. Sections 
3 and 4 present and discuss the results, respectively, and the 
last section summarizes the main findings and conclusions of 
the work. 

2 Experimental Method 
This section provides information of the flows investigated 

and identifies the major differences relative to those analyzed 
in Part 1 of the paper. The instrumentation used to obtain the 
results is briefly described and the error sources associated 
with the present measurement are considered together with the 
assessments of accuracy. The arguments associated with these 
assessments are based on previous experiments and are pro­
vided in a condensed form. Details can be found in Moreira 
(1991). 

2.1 Flow Configuration and Experimental Condi­
tions. The experiments were conducted in the laboratory 
model of the oxy-fuel burner used in the processing glass fur­
nace studied by Heitor and Moreira (1992) and described in 
Fig. 1. It includes a central axisymmetric jet with 17 mm in 
diameter, £>,• surrounded by sixteen 6 mm circular jets of sec-
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SEEDING IN 
AMBIENT AIR 

Fig. 1 Schematic diagram of burner assembly 

ondary air inclined at 4 deg toward the burner axis and with 
their center 45 mm away of the centerline. The central jet 
includes the fuel line and the primary air, which can encompass 
different swirl levels by combining an axial entry of air with 
a tangential stream provided by a swirl chamber with tangential 
slots. The fuel atomizer has the shape of the 30 deg truncated 
cone, but no flow was used through the fuel holes in the 
experiments reported here. 

The air flow rates of the axial, tangential and outer streams 
were separately measured by calibrated standard orifice meters 
and integrated pitot-tube measurements have shown that the 
measured flow rates are accurate within 2 percent. The degree 
of swirl on the central jet is characterized by a non-dimensional 
swirl number defined as in Gupta et al. (1984) (see also the 
Nomenclature) and determined from velocity measurements at 
the exit plane of the burner. 

The process of flame stabilization and, in particular, the 
extent to which the flame propagates and anchors at practical 
burner heads depends upon the distribution of local stoichi-
ometry (e.g., Lawn, 1987), which is a function of the mixing 
which has taken place between the fuel and oxidant and is, 
therefore, influenced by the magnitude of the swirl number, 
S, and of the velocity ratio between the central and peripheral 
jets, Uj/U0. 

The isothermal flows analyzed in the present paper corre­
spond to flow conditions within the limits of flame stabilization 
and were selected in order to provide significant changes from 
which the influence of swirl and velocity ratio could be inferred. 
Table 1 summarizes the test conditions considered, which in­
clude the anaysis of three different flows in the range 0.9 < 

Run 

SI 
S2 
S3 

Table 1 Flow Conditions 

Central jet Peripheral jets 
(Primary air) (Secondary air) 

Flow Ut Re Flow U0 Re 
rate (m/s) (x l0~ 3 ) rate (m/s) (x lO 3) 
(1/s) (1/s) 
4.0 20 17.6 8.4 20 6.0 
4.0 20 17.6 16.8 40 12.0 
8.0 40 35.2 8.4 20 6.0 

U,/UD 

1.0 
0.5 
2.0 

S 

0.9 
0.9 
1.4 

Fig. 2 Schematic lay-out of laser-sheet visualization technique 

S < 1.4 for velocity ratios, U-,/U0, between 0.5 and 2.0. The 
study is made on the basis of detailed mean and turbulent 
velocity measurements, which are to be compared with those 
reported for nonswirling flows in Part 1 of this paper (see 
Durao et al., 1991). 

The origin of the axial, x, is taken at the exit plane of the 
burner head and the tangential velocity is taken positive in the 
anticlockwise direction when facing the burner. The symmetry 
of the flow was verified by measuring several complete radial 
profiles in the vertical and in the horizontal planes, which agree 
within the accuracy of the measuring equipment. 

2.2 Measurement Technique and Accuracy. Flow visu­
alization has been conducted by introducing atomized silicone-
oil into the jets and illuminating the flow with a sheet of light 
obtained by spreading a laser beam (X = 514.4 nm) with a 
cylindrical lens. A parallel light sheet of high and uniform 
intensity could be achieved with a collimating lens and a flat 
mirror, as shown in Fig. 2. A 35 mm camera was used to 
register the flow images in 400 ASA films at a rate varying 
from 8 and 60 Hz. 

The mean and turbulent velocity characteristics of the flow 
were measured with a dual-beam laser-Doppler velocimeter 
based on an argon-ion laser light source at 514.5 nm (1W 
nominal). Sensitivity to the flow direction is provided by light-
frequency shifting from acousto-optic modulation (double 
Bragg cells) with a resulting shift of the Doppler signal in the 
range 0 - 10MHz. The half-angle between the beams was 

Nomenclature 

D = diameter 
Gx = axial flux of linear momentum 
G4, = axial flux of angular momentum_ 

k = turbulent kinetic energy, k = (u'2 + v'2 + w'2)/2 
r = radial coordinate 

Ruv = shear stress correlation coefficient, Ruv = u'v'/ 

V«>2-f'2) 

Ruw = shear stress correlation coefficient, Ruw = u'w'/ 
72 1 l\Ju'2-u': 

S = swirl number, S = 2G<t>/GxDj, where: 

Gx = = 2TT\ 
Jo 

pr 
Vi W2-r2 (v'2 + w'2 

Z 2 
dr 

•r G<t> = 2ir p(U Wf + u'w'^dr 

U = axial velocity, U = U + u' 
UCL = mean axial velocity along the centerline 

Uj = mean velocity (flow rate/area) at the exit of the 
central jet 

U0 = mean velocity (flow rate/area) at the exit of the 
outer jets _ 

V = radial velocity, V = V + v' 
x = axial coordinate taken froni the burner face 

W = tangential velocity, W = W + w' 
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4.92° and the calculated dimensions of the measuring volume 
at the e~2 intensity locations were 1.528 and 0.132 mm. The 
transfer function in the absence of frequency shift was 0.33 
MHz/ms"1. 

The flows were seeded with powdered aluminum oxide (0.6 
to 1 nm nominal diameter before agglomeration) dispersed in 
purpose-built cyclone generators (e.g., Glass and Kennedy, 
1977). The light scattered by the particles was collected by a 
200 mm focal length lens and focused into the pinhole aperture 
(0.300 mm) of a photomultiplier tube with a magnification of 
0.74. The band-passed filtered Doppler signals were processed 
by a commercial frequency counter (TSI1980B) interfaced with 
a 16-bit microcomputer. 

The complete LDV system and the burner were mounted on 
two separate two-dimensional traversing units, allowing the 
positioning of the control volume within ±0.5 mm. The radial, 
V, and the tangential, W, velocity components were measured 
along the vertical and the horizontal planes of symmetry, re­
spectively. The axial velocity component, U, was measured 
along the two planes of symmetry and the discrepancies have 
been found to be within the measurement accuracy. The dis­
tributions of the Reynolds shear stresses, u' v' and u' w', were 
obtained, respectively, along the vertical and the horizontal 
planes of symmetry, with the laser beams in the horizontal and 
vertical planes and at ± 45 °, as described by Durst et al. (1981). 

Transit broadening (e.g., Zhang and Wu, 1987) and non-
turbulent Doppler broadening errors (e.g., Kreid, 1974) mainly 
affect the variance of the velocity fluctuations and are esti­
mated to be smaller than 2 x 10~3 Uf and 7 x 10"4 U2, 
respectively. The number of samples used to form the averages 
was always above 10000, which results in statistical (random) 
errors smaller than 1 and 4 percent for the mean and variance 
values, respectively, for a 95 percent confidence interval, e.g., 
Yanta and Smith (1978). 

Systematic errors due to sampling bias were minimized by 
using data acquisition rates up to 5 KHz and, therefore, higher 
than the expected fundamental velocity fluctuation rate (e.g., 
Dimotakis, 1978). Following the analysis of Glass and Bilger 
(1978) for co-flowing streams, these errors are less than + 9 
and -10 percent for the mean and variance values, respec­
tively. Bias errors due to unequal particle number density in 
the central and peripheral jets have been minimized by seeding 
separately each stream with similar particle concentrations, as 
discussed by Dibble et al. (1987). An overestimation of the 
resulting errors have been inferred from velocity measurements 
obtained by seeding only the outer or the inner stream, and 
found to be smaller than 0.2(7, and 4 x 10~3 U2, respectively, 
for the mean and the variance values. 

3 Results 
The analysis of the flows considered in this paper makes use 

of flow visualization results, centerline velocity distributions 
and radial profiles of mean and turbulent velocity character­
istics, which are presented in the three following sub-sections, 
respectively. The presentation is aimed at discussing the effect 
of swirl and of the velocity ratio [/,/£/„ on the mean and 
turbulent flow patterns established in the vicinity of the burner 
head described. The ultimate objective is to provide a better 
understanding of the transport processes in the near burner 
region, as well as to discuss the related implications for the 
mathematical modelling of the flows considered. 

3.1 Qualitative Analysis of the Near Burner Zone. Prior 
to the detailed measurements, visualization of the flow in the 
near burner zone was performed to guide the choice of the 
measurement locations and to provide a qualitative picture of 
the flow conditions analyzed in this paper. Figure 3(a) shows 
photographs obtained by illuminating the flow at three con­
secutive vertical planes parallel to the burner face (respectively, 

at x/Dj = 0.26; 1.0; 4.0) for typical swirling (run SI, S = 0.9) 
and nonswirling flows with the same velocity ratio, Uj/U0 = 
1. The photographs were obtained with the technique described 
in Fig. 2 by introducing seeding particles only into the pe­
ripheral jets and allow to identify the three-dimensional struc­
ture of the annular mixing region. Close to the burner face, 
at x/Dj = 0.26,the effect of swirling the inner jet is negligible 
and the sixteen peripheral jets can be observed for the two 
flow conditions studied. Far downstream, at x/Dj = 1.0, the 
peripheral jets reach the centerline in the swirling flow, while 
the non-swirling flow exhibits a pattern typical of coaxial ax-
isymmetric jets. This qualitative picture of the flow is main­
tained at least up to x/Dj = 4 and characterizes the increased 
rate of mixing induced by swirling the inner jet. The flow 
patterns can be further analyzed along the horizontal plane of 
symmetry, as shown in the photographs of Fig. 3(b). For the 
swirling flow the figure suggests the formation of a central 
recirculation zone, which gives rise to a nearly uniform con­
centration of seeding particles across the flow downstream of 
x/Dj = 0.85. The outer flow is dominated by the peripheral 
jets up to x/Dj = 1.0, but further downstream swirl increases 
the spreading rate of the flow due to a comparatively large 
entrainment of surrounding air, which is associated with a 
faster decay of the mean centerline velocity. 

3.2 Centerline Distributions of Velocity Characteris­
tics. Figure 4 presents centerline distributions of mean axial 
velocity and of axial and radial normal stresses for the runs 
SI, S2 and S3 of Table 1. The three flows include an initial 
region of reverse flow, which is associated with the sub-ambient 
static pressures induced by rotation and followed by regions 
of acceleration and near uniform velocity. The analysis of 
Durao et al. (1991) has already shown that in the absence of 
swirl the decay of the centerline velocity in the present con­
figuration is faster than that of axisymmetric coaxial jets with 
the same velocity ratio (e.g., those of Durao and Whitelaw, 
1976 and Ribeiro and Whitelaw, 1980), due to the compara­
tively high mixing rates typical of multijet configurations. The 
present results extend this conclusion to swirling flows: re­
gardless of the swirl number, the decay of the centerline axial 
velocity (Figs. 4(a) and (b) is considerably increased by in­
creasing the velocity ratio between the central and the periph­
eral jets, Uj/U0. As a consequence, turbulent production in 
the vicinity of the centerline decreases due to the attenuation 
of the mean rate of strain at small radius. The results also 
show that the location of the downstream stagnation point is 
weakly dependent on the swirl number, S, and on the velocity 
ratio, Uj/U0, but suggest that the location of the upstream 
stagnation point, which occurs upstream of the burner face 
for the three flows considered, depends upon the degree of 
swirl. We tentatively conclude that the length of the recircu­
lation zone increases with the swirl number, while it decreases 
the maximum reverse (dimensionless) velocity. 

The distributions of normal stresses, Figs. 4(c) and (d), 
exhibit two peaks with a maximum value lying in the vicinity 
of the burner exit and associated with the upstream stagnation 
point: the second peak of comparatively lower intensity is 
observed around the downstream stagnation point. The dis­
tributions are not significantly affected by the velocity ratio 
Uj/U0 and show large levels of turbulent anisotropy. In con­
trast with the nonswirling flows, the values of v'2 are higher 
than those of u'2 up to x/Dj = 5.0 with u'2/v'2 <0.5. 

3.3 Detailed Velocity Characteristics of the Near Burner 
Zone. Figures 5 and 6 show radial distributions of the mean 
and turbulent velocity characteristics of run SI, measured along 
six consecutive axial locations between x/D, = 0.26 and x/D, 
= 9.00. The results are only presented for half of the measuring 
zone, but measurements obtained at x/Dj = 2.0 and 9.0 along 
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Fig.3(a) Photographs obtained by illuminating the flows In three planes
parallel to the burner face, namely at xlD, '" 0.26; 1.0 and 4.0

zone, but measurements obtained at xlD; = 2.0 and 9.0 along
a full diameter (see Moreira, 1991 for details) have confirmed
the symmetry of the flow.

The analysis derived from the flow visualization and pre­
sented in Section 3.1 can be readily quantified by the mean
axial velocity distributions. The peripheral jets maintain their
individuality upstream of xlD; = 2.0 where the flow is char­
acterized by large gradients of mean velocity together with
high values of the normal stresses. The turbulence levels rapidly
decrease with the distance to the burner and while at xlD; =
0.26 the maximum value of u 'Z is about 130mzs- z, it decreases
to 31mzs- z at xlD; = 2.00 and to 5.6mzs- z at xlD; = 4.0.
Consequently, the details of the flow development are consid­
ered in the following paragraphs in two main parts, namely
upstream and downstream of xlD; = 2.0.

NON-SWIRLING SWIRLING

The initial profiles of the mean axial velocity clearly identify
the central recirculation zone induced by swirl, which extends
up to xlD; = 1.76 with a maximum width at xlD; = 1.00,
where the mean reverse velocity reaches the maximum value
of UI U; = 0.5. The profile at x/D; = 0.26 also identifies the
shear layer surrounding the recirculation zone and the periph­
eral jets, in a way that it quantifies the three-dimensional
characteristics of the near-burner zone as discussed before.
While the inner jet is characterized by a large outward radial
velocity associated with swirl driven centrifugal forces, the
outer jets move inwards due to their inclination and, as a
consequence, the flow develops toward an axisymmetric type
of swirling jet. The mean tangential velocity, W, shows a
distribution typical of solid body rotation (e.g., Gupta et aL,
1984) in the vicinity of the central line, with an inflexion at
the edge of the recirculation zone (Le., at riD; = 1.0). The
rapid expansion of the flow due to the imbalance in the con­
servation of momentum at the burner exit can be noted at xl
D j = 0.26, where the mean tangential velocity of the fluid
between the peripheral and the central jet (Le., at 0.6 < riD;
< 1.0) reaches 50 percent of Wm• x ' As a result, the shear forces
developed at the inner shear layer of the peripheral jets induce
a counter-rotating motion centered at riD; = 1.1, which is
destroyed far downstream due to radial diffusion of angular
momentum. Further downstream, at xlD; = 4.0, the radial
profile of W shows a distribution similar to that of a Rankine
type of vortex.

Close to the burner exit (i.e., at xlD; = 0.26) the normal
stresses exhibit four peaks coincident with the largest gradients
of mean velocity, in accordance with the generally accepted
mechanism of production of turbulent kinetic energy by the
interaction between turbulent motion and the mean rate of
shear strain, e.g., Tenneskes and Lumley (1981). The turbulent
field is anisotropic and exhibits peculiar features in that ;;Z
is larger than u IZ and wIZ, except in the inner shear layer
surrounding the central recirculation zone. Although these re­
sults must be constrasted with those obtained by Fujii et al.
(1981) in swirled coaxial jets, they agree with those of Sislian
and Cusworth (1986) in a single swirling jet in that maximum
anisotropy occurs in regions of maximum shear. For example,
it is noted that in the outer shear layer of the central jet where
both aUlar and aVlar are negative, production .oLturbulent
energy results in the preferential increase of v'z, due to
the major contribution of the interaction between v'z and avI
ar in the conservation of turbulent kinetic energy.

The results of Fig. 6(d) show that the shear stress u I v'is
negative around the central recirculation zone, suggesting that
faster moving elements of fluid (u I > 0) tend to move inward
into the low-pressure recirculation region (i.e., v I < 0 and
u I v I < 0), and is positive in the shear layer around the central

0.0

1.0

2.0

3.0

4.0

NON-5WIRLING SWIRLING

Fig.3(b) Photographs obtained by illuminating the flows in the horizontal plane of symmetry

Fig. 3 Visualization of the nonswirling and swirling flows established in the vicinity of
the burner heat obtained by seeding only the peripheral jets with silicone oil and by
illuminating the flows with a sheet of laser light
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00 0.2 0.4 

Fig. 4(a) Inverse of the mean axial velocity, UJUCL, in the wake flow 
downstream of the swirl-induced recirculation zone, for 4 < xlD, < 40 

b) 

Fig. 4(b) Mean axial velocity, UCJU,, in the near burner zone upstream 
of xlD, = 10 

c) 

Fig. 4(c) Variance of axial velocity fluctuations, u'2IUf x 102, in the 
near burner zone upstream of xlD, = 10 

d) 
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Fig. 4(d) Variance of radial velocity fluctuations, v'2IU? x 102, in the 
near burner zone upstream of xlD, = 10 

Fig. 4 Mean and turbulent velocity distributions along the centerline; 
o-RunS1; A-RunS2; a Run S3 

Fig. 5(a) Mean axial velocity, UIU, 

Fig. 5(b) Mean radial velocity, VIU, 

0-0 01 0-2 03 0-t 05 000 001 002 003 001. 00S 

X/D;=0.26 =1.00 =2.00 =4.00 =6.00 x /D, = 9.00 
O A D O ^ B 

Fig. 5(c) Mean tangential velocity, WIU, 

Fig. 5 Radial profiles of mean velocity characteristics for run S1. 

jet because the outward movement of fluid particles into the 
low-pressure region between jets (v' > 0) corresponds to 
positive axial velocity fluctuations (i.e., u' > 0 and u'v' > 
0). Similarly, the shear stress is again negative along the inner 
edge of the peripheral jets and positive along their outer edge, 
although with very small values comparatively to those meas­
ured in the inner flow region. The results also show that the 
sign of u'v' is related to the sign of the shear strain, dUdr, in 
accordance with a turbulent viscosity hypothesis, (e.g., Ten-
neskes and Lumlev. 1981). 

The shear stress u' w' is smaller than u'v' as in other tur­
bulent flows (e.g., Bradshaw, 1976), although atx/D,- = 0.26 
the two quantities exhibit peak values of similar magnitude 
located in the shear layer around the central recirculation zone 
and along the edge of the central jet. As the flow develops 
downstream, the outer peak decays rapidly and the inner peak 
moves inward, in constrast to the behavior of u'v'. 

Turning now to the analysis of the flow downstream of x/ 

Dj = 2.00, the mean velocity distributions of Fig. 5 are similar 
to those typical of axisymmetric swirling jets with a Rankine 
vortex type of structure. The flow exhibits a central region of 
positive radial gradient of mean axial velocity and the shear 
stresses u'v' and u'w' still display two changes in sign with 
comparatively lower values for u'w'. 

Turbulence is nearly isotropic in the outer region (i.e., for 
r/Dj > 0.7) where d~U/dr < 0, but for smaller radius v'2 is 
larger than u'2. This behavior is again qualitatively similar to 
that observed downstream of free stagnation points in other 
turbulent recirculating flows, in which the normal strain dU/ 
dx is positive and large and contributes as a jink of u'2 in the 
balance of turbulent kinetic energy, while dV/dr is small but 
negative and contributes as a source of v'2. Accordingly to 
the step-wise energjrtransport mechanism (Bradshaw, 1976), 
energy transfer to u'2 occurs through the interaction between 
pressure fluctuations and local velocity gradients, which re­
distributes turbulent energy among the other components of 
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Fig. 6(a) Variance of axial velocity fluctuations, u'2/U? x 102 

Fig. 6(b) Variance of radial velocity fluctuations, v'2IUf x 102 

x/Di=0.26 =1.00 =2.00 =4.00 =6.00 x /Di=9.00 
o A a » A a 

Fig. 6(c) Variance of tangential velocity fluctuations, w'2Uf x 102 

velocity fluctuations only after a balance is reached between 
the mean velocity and v'2. For the present flow, turbulence 
anisotropy persists up to x/D, = 9.00 in contrast with the 
results of Sislian and Cusworth (1986) for a single swirling jet, 
because the effect of the £eripheral jets is to increase the mean 
strain rates dU/dx and dV/dr relatively to that of a single jet. 

Downstream of x/D, = 6.0 the profiles of the mean axial 
velocity develop towards the fully developed state: the transfer 
of momentum toward the centerline decreases the positive ra­
dial gradients in the central region and the radial and tangential 
mean velocities become negligibly small. Consequently, the 
distributions of shear stresses show an increase in u' v' relative 
to u'w' with the maximum values appearing in the zone of 
maximum production of turbulent kinetic energy, which stems 
from the dominance of the axial velocity profiles. 

4 Discussion 
The detailed measurements presented in the previous section 

characterize the nature of the turbulent swirling flow estab­
lished downstream of typical multi-jet burner assemblies and 

Fig. 6(d) Reynolds shear stress, u'v'lUf x 102 

1.0 L L- 1- l -

X / D i = 0 . 2 6 =1 .00 = 2 0 0 = 4 ' 0 0 = 6 0 0 x ' D , =9 .00 
O * O © A H 

Fig. 6(e) Reynolds shear stress, u'u'/Uf x 10z 

Fig. 6 Radial profiles of turbulent velocity characteristics for run S1 

provide the necessary details to assess the extent to which 
computer codes may be used to extrapolate and interpolate 
the experimentally acquired information and used as a valuable 
tool for burner design. The aim of this section is to briefly 
discuss the results in terms of their contribution to optimize 
existing burner operating conditions and the development of 
turbulence modelling of complex flows with engineering in­
terest. 

The comparison between the results described before with 
those presented in Part 1 of this paper allows to confirm the 
importance of swirling the primary airflow in industrial burners 
of larger energy input, such as those operated under oxygen 
enriched conditions. The performance of the burners is influ­
enced by the extent of the swirl-induced reverse flow zone, 
which influences the mixing which takes place between fuel 
and oxidant and, consequently, the distribution of local stoi-
chiometry. This is important because it determines the extent 
to which the flame propagates and anchors at the burner head. 
Other factors which influence the performance of practical 
multi-jet burning systems include the degree of interaction of 
the outer jets with the central swirling flow, which is shown 
here to determine the spreading of the flames and to influence 
the extent of the reverse flow zones formed at the burner head 
between the primary and the secondary air flows. This aspect 
determines the formation of coke and the consequent blocking 
of the burners when heavy fuel oils are used. The results pre­
sented here are concerned with a specific configuration which 
limits the extent of the analysis of these factors, but provide 
a reliable set of data to evaluate calculation methods which 
can be used to extend the experimentally acquired information. 
This requires consideration of the details of the turbulence 
characteristics of the flow, which are discussed in the following 
paragraphs. 
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Fig. 7 Radial profiles of the ratio between the shear stress and the 
turbulent kinetic energy, u'v'/k, for run S1 

The analysis of the previous section shows that the near 
burner zone upstream of x/D, = 2.0 is a region of large tur­
bulent production. The results are qualitatively similar to those 
reported for comparatively simple axisymmetric swirling flows 
(e.g., Sislian and Cusworth, 1986; Durao et al., 1990) and 
suggest that the three-dimensional effects induced by the pe­
ripheral jets do not significantly affect the turbulent structure 
of the flow in contrast to the observations of Durao et al. 
(1991) for the correspondent nonswirling flows. 

Structural parameters, such as the correlation coefficient of 
the shear stress, Ruv, and the ratio between shear stress and 
turbulent kinetic energy, have been calculated from the results 
and are discussed here to assess the extent to which the tur­
bulence in the present flow is affected by "unusual" mecha­
nisms. In the shear layer around the recirculation zone the 
maximum values of R,w rapidly decrease from -0.7 at x/D, 
= 0.26 to -0.3 at x/D, = 1.00 in a way similar to other 
recirculating flows (e.g., Chandrsuda and Bradshaw, 1981, 
Heitor et al., 1987), although with comparatively larger peak 
values. Similar observations have been reported by Simpson 
et al. (1981a,b) along the edge of a recirculating boundary 
layer induced by an adverse pressure gradient and by Durao 
et al. (1990) along a swirl-driven recirculation zone, and have 
been attributed by Smiths et al. (1979) to the effect of extra-
strain rates induced by steamline curvature. This mechanism 
is consistent with the sudden decrease of u' V / k from -0.6 
to -0.3 shown in Fig. 7, as reported by Gibson and Younis 
(1983) and Gibson et al. (1984) in a developing mixing layer 
with imposed curvature. In the outer shear layer the maximum 
values of Ruv and u'v'/k are, respectively equal to 0.5 and 
0.3 and, therefore, similar to those reported by Harsha and 
Lee (1970) and Bradshaw et al. (1967) for "well behaved" 
turbulent shear flows. On the other hand, the distributions of 
Ruw and u'w'/k show values comparatively smaller and of the 
order of 0.25 and 0.4 respectively, in a way similar to that 
reported by Ramos and Somer (1985) and Durao et al. (1990) 
in other swirling flows. 

An important feature of the present flows is the absence of 
large-scale high-energy oscillations,which distinguish them 
from those swirling flows containing energetic processing vor­
tex cores or other low-frequency, high-energy oscillations, as 
reported by Beyler and Gouldin (1981) and Gouldin et al. 
(1985). Velocity histograms obtained for the three velocity 
components at several locations throughout the recirculation 
zone, not shown here for lack of space, exhibit unimodal 
distributions with a Gaussian like behavior except at the exit 
plane. There, near bimodal histograms were observed, al­
though spectral analysis of time-resolved measurements has 
shown the absence of predominant frequencies in the spectrum 
of velocity fluctuation, at least in the range 0-200 Hz, and 
confirm the absence of any periodicity in the present flows. 

The main implication of the present results to the evaluation 
of calculation methods to predict the flow in practical burners 
is that production of turbulent kinetic energy through the in­

teraction of normal stresses with normal strains is important 
in swirling multi-jet flows and comparatively larger than that 
typical of simple jet flows. This is particularly important in 
the near burner zone, where calculations using a scalar effec­
tive-viscosity turbulence model will be inaccurate. Although 
the gradients of the normal stresses in streamline coordinates 
may not be large terms in the transport of mean momentum, 
the importance of the various production terms in generating 
turbulent kinetic energy implies that it is necessary to calculate 
the individual normal stresses adequately if the correct tur­
bulent kinetic energy is to be obtained throughout the flow. 

5 Conclusions 
Flow visualization and detailed laser-Doppler measurements 

of mean and turbulent velocity characteristics are reported in 
the developing region of the nonreacting recirculating swirling 
flow in the vicinity of a model burner. The flow configuration 
used throughout this work consists in a central axisymmetric 
primary air jet, which can encompass different swirl levels and 
is surrounded by sixteen circular jets of secondary air. The 
flows analyzed correspond to conditions within the limits of 
flame stabilization which were selected in order to analyze the 
effect of swirling the primary air in the range 0.9 < S < 1.4 
and of the velocity ratio between the primary and the secondary 
air flows on the turbulence characteristics of the near burner 
zone. 

The results show that the effect of swirling the primary air 
flow on the burner performance is important in that it promotes 
turbulent mixing and, therefore, the distribution of local stoi-
chiometry in practical burning systems, although the size and 
strength of the swirl-induced recirculation zone is determined 
by the penetration of the secondary air flow. The peripheral 
jets limit the spreading of the swirling flow and should allow 
the occurrence of comparatively long flames of large energy 
input. 

The development of the flow is determined by the processes 
of turbulent production in the near burner zone upstream of 
x/D, = 2.0, where the interaction of normal strains and normal 
stresses are found to play an important role in the conservation 
of turbulent kinetic energy. The results show that the flow 
exhibits zones of large turbulence anisotropy, with v'2 > 
u'2 around the center line and v'2 < u'2 in the outer entraining 
mixing layer, and identify large effects of flow recirculation 
and curvature on the turbulence structure parameters that de­
termine the empirical constants in engineering models of tur­
bulence. Far downstream of the burner head, the turbulent 
flow resembles that typical of axissymmetric swirling flows 
with convection of turbulent energy balanced by turbulent 
diffusion and dissipation. 
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Correlation of Adiabatic Two-Phase 
Pressure Drop Data Using the 
Frictional Law of Corresponding 
States1 

A method, based on that developed for single-phase flow, is proposed for the 
correlation of two-phase frictional pressure drop data. It is validated using air-water 
data obtained on small horizontal passages of rectangular and circular cross-section 
for values of total mass flux G in the 50-2000 kg/m2s range. The pressure drop for 
air-water mixtures can be predicted from the proposed correlations provided the 
critical quality (or superficial gas Reynolds number) and the critical pressure gradient 
for transition from bubble/plug-to-slug flow are known. A comparison of the pro­
posed method with that of Lockhart and MartineUi is presented and discussed. 

1 Introduction 
Extensive studies of frictional pressure drop for gas-liquid 

flows have been made for nearly a half-century. Despite the 
widespread literature, two-phase pressure drop prediction 
methods generally have not incorporated fundamental physical 
phenomena and consequently the resulting correlations include 
inherent errors. Such correlations are usually validated and 
optimized over small parametric ranges, but they are not gen­
erally applicable without this validation. 

In principle, there is no reason that two-phase pressure drop 
data should not be correlated in terms of friction factor and 
Reynolds number defined either using the gas or mixture prop­
erties. With the latter, which is analogous to the homogeneous 
two-phase models, the treatment is frustrated by the funda­
mental difficulty that the physical properties of two-phase 
mixtures (such as density and viscosity) cannot be determined 
reliably. For instance, the available predictive equations 
(Chisholm, 1983) gave large differences in values of mixture 
viscosity for a specific quality. 

It has been common practice to analyze data for two-phase 
frictional pressure gradients using the concept of friction mul­
tipliers, first introduced by MartineUi and co-workers (Lock­
hart and MartineUi, 1949; MartineUi and Nelson, 1948). It is 
almost of general knowledge that the Lockhart-Martinelli 
curves can overpredict gas-liquid and immiscible liquid-liquid 
data by up to 100 and 200 percent, respectively (Hoogendoorn, 
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1959; Govier and Omer, 1962; Charles and Lilleleht, 1966; 
Damianides, 1987; to mention a few). 

The difficulty in reconciling the Lockhart-Martinelli method 
with the various experimental data is the result of a number 
of factors, the first of which relates to the flow mechanisms. 
Lockhart and MartineUi postulated, based simply on their data 
trend, that "a tentative value of 1000" for gas or liquid Reyn­
olds number (ReG or ReL) is the upper limit for the existence 
of laminar isothermal two-phase flow, while the "rough pre­
liminary criteria" for the transition region were reported to 
be between 1000 and 2000 for ReG or ReL. To date, no re­
finements to these values have been made and little is known 
about what constitutes laminar or transitional two-phase flow. 
Also, whether these boundaries vary with duct geometry, total 
mass flux, or flow direction (i.e., horizontal, vertical or down-
flow), or the extent to which they may be affected by liquid 
properties (e.g., viscosity and surface tension), has rarely been 
acknowledged in the literature. It follows that the corrections 
that may be needed to account for these factors are unknown. 

Another reason for the poor agreement between the Lock­
hart-Martinelli correlation and experiments is that the friction 
multiplier $^L (or any of the other forms) and the MartineUi 
parameter X depend, to a marked extent, on the duct geometry 
for a fixed total mass flux G and a specified quality range. 
This is particularly true for small values of X which correspond 
to superficial liquid and gas Reynolds numbers in laminar and 
turbulent flow, respectively. The single-phase gradients in the 
definitions of $2

FL and X are geometry dependent, implying 
that the origin of the effect of duct geometry is transition to 
turbulent flow. Note that the differences in single-phase fric­
tion factor data are intimately associated with this phenomenon 
(Obot, 1988), and that the single-phase gradients are usually 
evaluated from the friction factor relations. 

Chisholm (1967,1973) developed a Lockhart-Martinelli type 
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correlation with a coefficient that is dependent on, among other 
things, the types of flow (laminar and/or turbulent flow) of 
the liquid and gas. Friedel (1979) developed an empirical cor­
relation using some 25,000 data points. The terms in the cor­
relation include the Froude and Weber numbers, gas and liquid 
viscosities, friction factors and specific volume as well as the 
quality. Wambsganss et al. (1990a, 1992) showed that the dif­
ferences between the actual and the predicted pressure gra­
dients with both correlations can be significant. They modified 
the Chisholm correlation to optimize predictions over a specific 
range of interest. However, this useful result does not represent 
a general approach for predicting pressure drop in an arbitrary 
two-phase or two-component flow. 

The objective of this study was to test the single-phase critical 
friction method (Obot, 1988; referred to hereafter as the fric-
tional law of corresponding states) with two-phase flow data. 
The results of these analyses are presented in this paper along 
with a comparison of the present method with that of Lockhart 
and Martinelli (1949). 

2 Analysis 
For single-phase friction, data for smooth circular and non-

circular passages were reconciled by accounting for the inse­
parably connected effects of transition to turbulence and the 
length scale needed to reduce the data to nondimensional form 
using the following relation (Obot, 1988; Obot et al., 1990): 

Rem=^Re a ; fm = ^ffa (1) 

where ^R = Rec,r/ReCi0, fc- = fc,r/fc,a\ Rec,r and fc<r are the 
reference values of the critical Reynolds number and friction 
factor at the onset of transition to turbulent flow, respectively. 
The Reynolds number, friction factor and the corresponding 
critical values for any geometric or flow condition of interest 
are denoted by Re„, /„, ReC]fl, and/C]„. Equation (1) is a math­
ematical statement of thefrictional law of corresponding states. 
It accounts for the variability of the critical parameters at the 
onset of transition to turbulent flow, and provides a generalized 
reference state of a physical nature for problem analysis. 

Although the concept of two-phase friction factors is not 
new (Bergelin and Gazely, 1949; Govier and Short, 1958; Beat-
tie, 1975), data correlation in terms of friction factor has been 
frustrated by two factors; first, the gas or liquid friction factor 

varies markedly with the total mass flux G and duct geometry; 
and second, no generally valid approach has been proposed 
to account for these effects. Of the possible definitions, the 
most useful form when dealing with data for fixed G values 
is the two-phase friction factor fG based on the gas phase 
properties and it is given by: 

fc 
{AP/L)TPpGDhA 

2M2
0 

(2) 

The simplest parameter that could possibly be used to cor­
relate fG data is the quality x or the superficial gas Reynolds 
number ReG; the latter is given by. 

ReG = MGDh/AliG (3) 

To calculate fG using adiabatic air-water data, a constant value 
of 1.2 kg/m3 was used for pG, while fxa = 1.85 x 10~5 kg/ 
ms was the basis for all calculations of ReG. It is noted that, 
for a given G, the superficial liquid Reynolds number ReL 
barely changes for low values of quality x, decreases only 
moderately with x for intermediate quality, but drops off 
sharply with increasing x for high quality. These considerations 
prompted the definition of the two-phase friction factors in 
terms of the mass flowrate of the gas phase. 

For two-phase flows, it is well-known that the pressure gra­
dient versus quality curve exhibits a maximum in the vicinity 
of the transition from bubble/plug to slug flow (Ozawa et al., 
1979; Ide and Matsumura, 1990; Wambsganss et al., 1990a, 
1991), followed by a minimum with increasing quality. The 
pressure gradient versus the average flow velocity curve for 
single-phase flow is also characterized by two critical values. 
An analogy can then be drawn between the single-phase tran­
sition and the change from two-phase bubble/plug-to-slug flow 
pattern, thus affording the definition of the critical parameters, 
in particular, the critical quality and critical pressure drop. 
With the critical parameters established, the two-phase or two-
component flow analog of Eq. (1) are given by: 

Re„, = (Rec,r/ReGi0C)ReG,fl = fc,GRe, G,a (4) 

fm = ( fc./fc.ac )fa,a= ^f.afca (6) 

where the subscript c, r refers to the critical parameters for 
the reference condition. 

A 

D,Dh 

f 
fa 

Jm 

G 
L 

MG 

(AP/L)G 

(AP/L)L 

(AP/L)L0 

(AP/L)TP 

= cross-sectional flow 
area, m2 

= tube diameter, hydraulic 
diameter, m 

= Fanning friction factor 
= two-phase friction fac­

tor, Eq. (2) 
= reduced friction factor, 

Eqs. (1) and (6) 
= total mass flux, kg/m2s 
= distance between pres­

sure taps, m 
= gas phase mass flowrate, 

kg/s 
= pressure gradient for gas 

flowing alone, Pa/m 
= pressure gradient for 

liquid flowing alone, 
Pa/m 

= pressure gradient for 
mixture flowing as liq­
uid, Pa/m 

= two-phase pressure gra­
dient, Pa/m 

ReG 

Re^o 

Re,„ 

X 

Xm 

X 

xc 

%m 

MC 

PG 
*FL 

$FL,m 

*L0 

= gas phase Reynolds 
number, Eq. (3) 

= liquid Reynolds number 
at zero quality 

= similarity parameter, 
Eqs. (1) and (4) 

= Martinelli parameter, 
[(AP/L)L/(AP/L)G]l/2 

= reduced Martinelli pa­
rameter, Eq. (10) 

= quality 
= critical quality 
= reduced quality or simi­

larity parameter, Eq. (5) 
= gas viscosity, kg/ms 
= gas density, kg/m3 

= square root of friction 
multiplier $FL, [(AP/ 
L)TP/(AP/L)L],/2 

= value of $FL at reduced 
conditions, Eq. (9) 

= two-phase friction mul­
tiplier, (AP/L)TP/(AP/ 
L)L0 

fc 

fc.G 

fc 

fc,G 

fc 

Subscripts 
a 

c, a 

c, r 
G,a 

G, ac 

G,c 

= ratio of single-phase 
critical friction factor, 
Eq. (1) 

= ratio of critical friction 
factor, Eq. (6) 

= ratio of single-phase 
critical Reynolds num­
ber, Eq. (1) 

= ratio of critical Reyn­
olds number, Eq. (4) 

= ratio of critical quality, 
Eq. (5) 

= value for arbitrary con­
dition 

= critical value for arbi­
trary condition 

= reference critical value 
= value for arbitrary con­

dition 
= critical value for arbi­

trary condition 
= critical value 
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Fig. 1 Variation of air-water pressure gradient with quality (uncertainty 
in (AP/L)TP = ±5 percent and in x = ±2 percent) 

When the two-phase friction factor and Reynolds number 
are calculated using Eqs. (2) and (3), the two reference critical 
parameters (ReCir and/Cif) in Eqs. (4) and (6) can be the single-
phase data or those for a particular G of the two-phase mixture. 
The choice of the reduced quality xm as the similarity parameter 
instead of Re,„ dictates the selection of the critical quality for 
a particular G as the reference value, but the reference critical 
friction factor can be taken as that for the particular G or the 
single-phase value. The denominator for each reference pa­
rameter is the two-phase critical value for any G value under 
consideration, while the remaining data for any such G are 
denoted by ReG,„, xa and/G i„. 

3 Experimental Data 
The data used to calculate the results presented subsequently 

were obtained on the Argonne two-phase flow facility with 
small horizontal passages of rectangular and circular cross-
section. The internal diameter of the circular tube was 6.4 mm. 
The three rectangular configurations are best characterized by 
(H, An Dh) = (19.1, 6.0, 5.4), (3.2, 0.2, 5.4) and (9.5, 6.0, 
2.7), where H is the channel height, Ar is the aspect ratio (H/ 
W, Wis the channel width) and Dh is the hydraulic diameter; 
the dimensions for H and Dh are in mm. The experiments were 
carried out at atmospheric pressure. The general description 
of the apparatus and the test procedures are detailed in 
(Wambsganss et al., 1990a,b, 1991) and will not be repeated 
here. Tests with the three rectangular arrangements covered a 
wide range of G values. The circular tube data were obtained 
only for G = 500 kg/m2s and these were intended to establish 
whether the general features of the profile for two-phase pres­
sure gradient versus quality (or superficial velocity) were the 
same as those for the rectangular channels. 

4 Results and Discussion 

4.1 Two-Phase Flow Critical Parameters. It is empha­
sized at the outset that the total mass flux G was held fixed 
with increasing quality x beginning from x = 0, hence each 
test run was characterized by G and the liquid Reynolds number 
at zero quality Reio- The general trends for the critical pa­
rameters, illustrated herein using Re i 0 , complement those given 
in terms of G in Obot et al. (1991a). Also, the flow regime 
maps for these narrow channels are not considered in this 
paper; the interested reader may wish to consult the detailed 
results in Wambsganss et al. (1991). 

4.1.1 Pressure Gradient Versus Quality. Figure 1 shows 
typical variation of pressure gradient with quality for air-water 
mixture and G = 500 kg/m2s. This figure establishes that there 
are basically three regions; (AP/L)TP initially increases with 

x, attains a maximum and a minimum at some values of x, 
and then increases with increasing x. It is noted that these 
general features are clearly in evidence for plots of pressure 
gradient versus the superficial gas velocity UGs or mixture 
volumetric flowrate though, due to space limitations, such 
plots are not shown here. The characteristic features of Fig. 
1 were also documented for capillary tubes by Ozawa et al. 
(1979). 

The physical nature of the flow (laminar, transitional or 
turbulent) in each of the three regions of Fig. 1 is complicated 
by the fact that, unlike the single-phase counterpart, there are 
no well established criteria for laminar, transitional or tur­
bulent two-phase flow. According to Ozawa et al. (1979), the 
intermediate zone of decreasing pressure gradients is the region 
over which there is a change from bubble/plug-to-slug flow. 
This is consistent with the results of the flow regime studies 
for each of the three rectangular geometries (Wambsganss and 
co-workers, 1991; 1990a,b). 

Figure 1 shows that there are small differences between the 
three sets of data for a fixed G. This is a reflection of the 
moderate differences in the critical parameters. For instance, 
the lower critical (peak) values ((AP/L)TPc, xc) are (5.2, 
0.0018), (4.8, 0.0024), and (6.3, 0.0028) for'(19.1, 6.0, 5.4), 
(3.2, 0.2, 5,4) and the circular tube, respectively, with (AiV 
L)rp,c in kPa/m. Expressed as the critical friction factor and 
the critical gas Reynolds number (/G,c, ReG c), the values are 
(in the same order) (21.0, 264.7), (11.0, 350.4), and (12.5, 
473.7). 

The trends on Fig. 1 imply that, as with single-phase flow 
(Obot, 1988; Obot et al., 1990), two-phase flows having the 
same critical parameters, fo,c and ReG|C, are dynamically similar 
to one another and will exhibit similar behavior at the same 
reduced conditions, either with respect to the flow regime or 
pressure gradient. This observation, which is central to the 
treatment of two-phase pressure gradients in this study, 
prompted a thorough analysis of the data to determine the 
effects of flow conditions and duct geometric details on the 
critical parameters. 

4.1.2 Determination of Critical Points. Since a typical 
(AP/L)TP versus x (or superficial gas velocity UGS) profile is 
characterized by two critical points, the lower and the upper 
critical points which correspond to the locations of the max­
imum and minimum, respectively, it is sufficient to consider 
the lower values, insofar as the application of the correspond­
ing states criterion is concerned. These values, denoted here­
after as ReG]C, xc and /G,c, were determined from the pressure 
drop data for all channel configurations. 

Also, for single-phase flow of air or water, it was established 
that the lower critical point, which corresponds to the onset 
of transition to turbulence, is exhibited by a sharp rise in the 
root-mean-square (rms) value of the wall pressure fluctuations 
(Obot et al., 1991b). Since the general shapes and behavior of 
the rms pressure profiles with increasing quality for the 0 < 
x < 0.05 range do not differ materially from those for single-
phase flow, the values of the critical quality were also deduced 
from the rms pressure data from which ReGiC values were cal­
culated. The rms pressure data are given in the original pub­
lications from which the data in this paper were taken 
(Wambsganss et al., 1990a,b). 

4.1.3 Trends for Critical Variables. Figures 2 and 3, re­
spectively, are plots of xc and RG,C versus ReL0. The upper plot 
of each figure gives the appropriate values determined from 
the pressure gradient data for the three channel arrangements, 
while a comparison of the latter set with those deduced from 
the rms pressure data is given in each of the lower plots for 
the (19.1, 6.0, 5.4) configuration. The values determined from 
the two sets of pressure drop data reported by Ozawa et al. 
(1979) are also given in the upper plots of Figs. 2 and 3. In 
that study, Re i 0 was held fixed with increasing superficial gas 
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velocity, hence the total mass flux varied with quality. Figure 
2 shows that the critical quality decreases initially with ReL0, 
is almost independent of ReL0 for 1000 < ReL0 < 4000, but 
it drops off sharply when the liquid Reynolds number at zero 
quality corresponds to turbulent flow. 

Figure 3 shows that ReGc increases with Rei0 and passes 
through a maximum around the ReL0 value that corresponds 
to the onset of fully turbulent flow. It is noted that the lower 
and the upper values of the critical Reynolds number with air 
or water flowing alone were 2666 and 3770, respectively. Single-
phase friction factors were obtained only with (19.1, 6.0, 5.4) 
and (9.5, 6.0, 2.7) channel geometries, and the differences 
between the two sets of critical Reynolds number values were 
no more than 25. 

Whether ReG,c represents the critical Reynolds number below 
which the flow is laminar will be considered later. Suffice it 
to state here that these values of ReGiC are considerably lower 
than the value of 1000 suggested by Lockhart and Martinelli 
(1949). Also, the results suggest that, for laminar two-phase 
flow, the critical gas Reynolds number for transition to tur­
bulent flow could very well be expected to depend on the 
mixture total mass flux and the geometric details of the flow 
channel. 

From Figs. 2 and 3 it is evident that there are some differences 
between the three sets of data for the rectangular channel, 
notably at small values of ReL0 for which detectable effects of 
channel geometry on the flow pattern were observed (Wambs-
ganss et al., 1990a,b). The closeness with which the values of 
xc or ReG,c deduced from the rms pressure data using the single-
phase criterion for transition to turbulence follow those de­
termined from the pressure gradients appears to suggest that 
laminar two-phase flow may exist for ReG (or x) < ReG|C (or 
xc)-

Finally, Fig. 4 shows the variation of the two-phase critical 
friction factor/G]C with Rei0. For a given Re^o, it is emphasized 
that each value of/G,c is associated with a value of xc (Fig. 2) 
or ReGiC (Fig. 3). Figure 4 shows that/G]C increases with in­
creasing ReL0; the rise with liquid Reynolds number is very 
gradual for values of ReL0 in laminar flow. As with Figs. 2 
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Fig. 4 Two-phase critical friction factor fa,c versus Ret0 (uncertainty in 
fBkC = ±7 percent) 

and 3, there is some scatter of the experimental data for low 
Rex,o, a reflection of the differences in the mixture mass flow-
rate for equal ReL0 and channel geometry. 

4.2 Two-Phase Friction Factors. Figure 5 is a typical plot 
of the two-phase friction factor fG versus superficial gas Reyn­
olds number ReG for one of the three rectangular channel 
configurations and various values of G. The alternative rep­
resentation as /G versus x is given on Fig. 6; this is a consol­
idation of all data including those for the circular tube. For 
clarity, and due to the large amount of experimental data (a 
total of 720 data points) and parametric information, a uni­
form symbol is used for all data on Fig. 6. The data for each 
flow passage, delineated for each G tested, are given in Obot 
et al. (1991a). 

Figure 5 shows that the logarithmic plot of/G versus ReG is 
represented by a series of nearly straight lines with a strong 
parametric dependence on G, and the slopes of these lines are 
almost insensitive to variations in mass flux for ReG < 104. 
The alternative plot on Fig. 6 shows that, although the slopes 
of the lines are almost independent of the mass flux for x < 
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0.3, the sensitivity of fa to variations in G for a given x is less 
pronounced than that for a specified ReG. This is a reflection 
of two factors: first, the critical quality is not a strong function 
of G or ReL0 (Fig- 2); and second, quality is a more appropriate 
parameter than ReG for characterizing two-phase friction fac­
tor fG because the liquid and gas flowrates are accounted for 
in its definition. Also, the well pronounced maximum and 
minimum, observed on the typical plot of Fig. 1, are exhibited 
by only a slight downward shift in plots of fa versus ReG or 
x (Obot et al., 1991a). 

It is established from the present results that/G varies roughly 
as the - 1.35 and - 1.33 power of ReG and x for 10 < ReG 
< 105 and 10-4 < x < 0.6 respectively. In other words, the 
two-phase pressure gradient (AP/L)Tp varies roughly as the 
0.65 power of the superficial gas velocity Uas. Thus, for a 
given mass velocity G, the decrease of fG with ReG is more 
pronounced, while (AP/L)TP rises less rapidly with UGS, than 
when the gas is flowing alone. 

Beattie (1971) established three distinct regions for the pres­
sure drop data based on plots of ($ |0 - 1) versus x (where 
$!o is a friction multiplier): a low quality region, a narrow 
intermediate zone, followed by a high quality region. Beattie 
showed that ($|0 - 1) varied as the 7/6 power of x for both 
the low and high quality regions. This exponent was inde­
pendent of mass flux at low and high qualities, but varied with 
mass flux in the intermediate zone. Although the pressure drop 
behavior at low and high qualities is confirmed by the present 
analysis, Figs. 5 and 6 show that, when the results are presented 
as f0 versus ReG or x, the intermediate zone is virtually non­
existent. 

Figure 6 shows that, even without the corrections to account 
for the differences in the critical values for two-phase friction 
factor and quality, the data for x < 0.2 can be represented 
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Fig. 7 Reduced friction factor fm versus similarity parameter Rem 

by a mean curve with errors that are, for the most part, under 
±40 percent. In fact, the magnitudes of these deviations are 
even smaller than those obtained by Wambsganss et al. 
(1990a,b, 1992) with the Chisholm (1967, 1973) or Friedel 
correlation. The trend on Fig. 6 suggests that it is possible to 
treat adiabatic two-phase pressure drop data without the in­
troduction of the usual dependence on the type of flow (laminar 
and/or turbulent flow of the liquid and gas). Strangely enough, 
although adiabatic two-phase flow pressure drop has been 
studied for nearly four decades, straightforward analysis of 
the type presented herein for variation with x and constant G 
has not been considered. 

It is evident that the effect of G on Fig. 6 is more pronounced 
over the x < 0.005 region than for the 0.005 < x < 0.2 range. 
This is not the result of uncertainties in the measurements. The 
speculation is that this is a two-phase analog of the single-
phase situation where the effects of geometric/flow conditions 
on friction factor are more pronounced in laminar than tur­
bulent flow. This is another indication that laminar two-phase 
flow may exist for x < 0.005. 

Beyond a certain quality, typically in the range of values 
between 0.4 and 0.6 depending on G, the pressure gradient 
barely increases with increasing quality. This is reflected in the 
presence of inflection points followed by a further decrease of 
fa with increasing ReG (or x) for G < 500 kg/m2s. For G = 
700, 1000, and 2000 kg/m2s, the upper limits to the range of 
quality covered in the experiments were 0.35, 0.013 and 0.007 
respectively; hence, the profiles for these G values do not 
exhibit the above behavior. 

4.3 Validation of the Proposed Method. As stated ear­
lier, to apply the corresponding states relations, Eqs. (4)-(6), 
to two-phase flow data, there are two options. The single-
phase critical values or the two-phase critical values for a 
particular G can be selected as the reference. Note that for air 
or water flowing alone, the values are 2666 and 0.0077 for 
Rec,r and fCt„ respectively. 

These two alternative representations of the same experi­
mental data are illustrated in Figs. 7 and 8. In Fig. 7 the upper 
and the lower set of data are for the situations where the G 
= 500 kg/m2s two-phase critical data for the (19.1, 6.0, 5.4) 
configuration and the single-phase critical values were selected 
as the reference, respectively. For Fig. 8, the reference value 
for the abscissa (xc = 0.0018) is that for the (19.1, 6.0, 5.4) 
channel and the two-phase critical friction factor (/Gc = 21.0) 
for this channel is also used for the upper plot. The single-
phase critical friction factor is the reference for the lower plot. 
Each profile on Figs. 7 and 8 was prepared using the 720 data 
points on Fig. 6. For reasons already stated in connection with 
Fig. 6, a uniform symbol is used for all data. 

Figure 7 shows that, despite the marked variation of fG with 
G (Fig. 5), the reduced data are closely approximated by single 
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curves. With x,„ as the similarity parameter (Fig. 8), the general 
behavior of these profiles is exactly the same as on Fig. 7 and 
there are little detectable differences between the two figures. 
This establishes Re,„ or x,„ as the similarity parameter for two-
phase friction. Although the general trend is not modified by 
the choice of the reference critical values, the use of the single-
phase data gives profiles that fall well below those obtained 
with a particular G data as the reference, a reflection of the 
differences in the calculated values of i/yG and i/^?G. 

Empirical equations were fitted to each set of data on Figs. 
7 and 8. For example, the predictive equation for the lower 
plot of Fig. 7 is given by: 

/,„ = expH(Re„,)] (7) 

where the best-fit expression for /4(Re,„) is: 

A (Re,„) = a0 + a. In Re„, + a2(ln Re,„)2 + a3(ln Re,„)3 (8) 

and«0 = 8.63, ai = —1.71, «2 = -0.023 and a3 = -0 .003. 
The validity range is 102 < Re,„ < 106 and the attendant 
reference critical values (single-phase) are Recr = 2666 and 
fCtr = 0.0077. The relations established for the other sets of 
data are given in Obot et al. (1991a). For each empirical cor­
relation, the calculated values were within ±20 and ±30 per­
cent of the experimental data for about 85 and 92 percent of 
the 720 data points, respectively. 

In summary, to calculate two-phase pressure drop for com­
parable Reto or G range from Eqs. (7) and (8), the procedures 
are: 1) obtain estimates of the critical parameters (ReG,ra and 
fcca) for the Re i 0 values of interest from Figs. 3 and 4; 2) 
calculate Rem values from Re,„ = (ReCi//ReGjCa)ReG,0 with Rec>r 

= 2666; 3) compute /,„ from Eqs. (7) and (8) and /Gv„ using 
fo.a = (fo,ca/fc,r)fm with fc<r = 0.0077; and 4) calculate the 
two-phase pressure drop using values of fGt<J from Eq. (2). 
Note that ReG(7 and fGM are the values for the conditions of 
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interest. The validity range is 50 < G < 2000 kg/m2s or 270 
< Rez.0 == 10,900. 

4.4 Lockhart-Martinelll Versus Present Method. Figure 
9 is a plot of §FL (the square root of the friction multiplier 
*FL) versus the Martinelli parameter X, prepared using the 
results on Fig. 5 and the G - 500 kg/m2s circular tube data. 
Due to graphical limitations, the same symbol is used for the 
rectangular and circular tube data for G = 500 kg/m2s. Be­
cause the results on Fig. 9 complement those given in Wambs-
ganss et al. (1992), the general features are briefly noted here. 
The figure shows a family of curves for some range of X with 
G as the parameter. The curve for each G passes through a 
minimum and a maximum for some range of X; the X locations 
correspond to the values of quality which afford similar fea­
tures in the plots of pressure gradient versus quality (Fig. 1). 

Given the existence of critical parameters for any G and the 
fact that the data on Fig. 9 are not generalized, one approach 
is to re-analyze the data by invoking the following correspond­
ing states relations: 

*FL,«,= (*FL,c/*FL,aC)*FL,0 

Xm = (XCir/XCia)Xa 

(9) 

(10) 

where */ricA (= 3.5) and XC)f (= 5.3) are the reference values 
based on the G = 500 k g / V s data for the (19.1, 6.0, 5.4) 
rectangular passage. The subscripts a; c, a; FL, ac and FL, a 
refer to the data for the other G values including those for the 
circular tube. 

Figure 10 shows that the collapse of the 50 < G < 2000 
kg/m2s data is good for Xm > 0.2; the deviations about a 
regression curve are, for the most part, under ±20 percent, 
paralleling the behavior on Figs. 7 and 8. The Xm > 0.2 range 
corresponds to about X > 0.15 and x < 0.25 on Figs. 9 and 
6, respectively. The spread of the 50 < G < 500 kg/m2s data 
for Xm < 0.2 is primarily a reflection of the high quality 
pressure drop trend discussed already in the last paragraph of 
Section 4.2. The calculation of the gas phase pressure gradients 
for ReG values up to 1.5 x 105 from the Blasius equation 
introduced errors in both X and Xm, due to the dependence 
of friction factor for rectangular passages on the aspect ratio 
(Obot, 1988). Corrections to account for these small errors do 
not modify the general trend on Fig. 10. 

Although the indication is that the Lockhart-Martinelli 
method can be used, along with the critical parameter correc­
tions, to generalize two-phase pressure drop data over specific 
parametric ranges, the proposed two-phase friction factor con­
cept is certainly preferred for several reasons, the first of which 
is simplicity. Also, the critical values for friction factor and 
Reynolds number are the only single-phase data that may be 
needed with the proposed method; but these are not required 
because the two-phase data can always be treated satisfactorily 
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using the critical parameters for a particular G as the reference 
for all calculations. From a practical viewpoint, the present 
method can be used for ducts of complex shapes even without 
the knowledge of the behavior for single-phase friction factor. 

§ Concluding Remarks and Recommendations 
To effect the present analysis, the argument was that an 

analogy can be drawn between single-phase transition to tur­
bulence and the change from bubble/plug to slug flow. Several 
observations emerged from the results presented so far which 
tend to support the existence of laminar flow for the range of 
qualities below the critical point. These include the determi­
nation of the critical quality (or superficial gas velocity) using 
the single-phase method based on the rms pressure data (Figs. 
2 and 3) and the greater sensitivity of fG to G for the x < 0.005 
region than for the 0.005 < x < 0.2 range (Fig. 6). More 
importantly, the fact that the corresponding states method works 
for single-phase and two-phase flow is an indication that the 
flow behavior before and after the critical points are similar 
for both. The logical conclusion therefore is that there exists a 
well defined laminar two-phase flow zone for x < xc or ReG 
< ReG,c> at least when values of the liquid Reynolds number 
Rei0 are in the laminar flow range. 

There are indications that the critical parameters are also in 
evidence for two-phase flow in vertical channels (Govier and 
Short, 1958; Oshinowo and Charles, 1974). These studies with 
tube diameters on the order 25.4 mm suggest that the critical 
parameters do exist for passages with hydraulic diameters that 
are greater than those considered herein. The implication is 
that, although the present analysis is made for horizontal pas­
sages having small hydraulic diameters, the method may be 
applicable to vertical flows as well as to larger diameter tubes. 
Also, the speculation is that the method should work for im­
miscible liquid-liquid flows because there are indications that 
these flows are also characterized by critical parameters (Charles 
and Lilleleht, 1966). 

The difficulty in preparing similarity plots using previously 
published data is explained by the fact that measurements were 
made for the range of qualities that precluded determination 
of the critical values for quality and pressure drop. For the 
few studies that provided low quality data, see for example 
Ozawa et al. (1979), the analysis was complicated by the fact 
that the total mass flux was not held fixed with increasing 
quality. This procedure of acquiring two-phase pressure drop 
data for fixed G values was not followed in most previous 
studies. 

Finally, the proposed method, like any other method, man­
dates extensive experimental verification before it can be used 
with confidence. The relevant low quality data for a range of 
G values and passage geometries are needed for the purpose 
of validation. Also, the speculation that the differences in fluid 
properties will manifest themselves through variations in the 
critical parameters needs to be verified. Further, in addition 
to straightforward studies of the prevailing flow patterns, the 
criteria for laminar, transitional and turbulent two-phase flow 
must be established because of their impact on compact heat 
exchanger design. 
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Transient Interface Shape of a 
Two-Layer Liquid in an Abruptly 
Rotating Cylinder 
A description is made of the transient shape of interface of a two-layer liquid in an 
abruptly rotating circular cylinder. The density of the lower layer is higher than that 
of the upper layer, but the viscosities may assume arbitrary values. The overall 
Ekman number is much smaller than unity, and the cylinder aspect ratio is 0(1). 
The classical Wedemeyer model, which deals with the spin-up from rest of a ho­
mogeneous fluid, is extended to tackle the two-layer liquid system. If the upper-
layer fluid is of higher viscosity, the interface, at small and intermediate times, rises 
(sinks) in the center (periphery). After reaching a maximum height at the center, 
the interface tends to the parabolic shape characteristic of the final-state rigid-body 
rotation. If the lower-layer fluid is of higher viscosity, the interface, at small and 
intermediate times, sinks (rises) in the center (periphery). The deformation at the 
center reaches a minimum height, after which the interface approaches the final-
state parabola. The gross adjustment process is accomplished over the spin-up time 
scale, E^,/2Q,~', where E„ and 12 denote the lower value of the Ekman numbers of 
the two layers and the angular velocity of the cylindrical container, respectively. 
These depictions are consistent with the physical explanations offered earlier. A 
turntable experiment is performed to portray the transient interface shape. The 
model predictions of the interface form are in satisfactory agreement with the 
laboratory measurements. 

1 Introduction 
The adjustment process of a viscous fluid in a rotating con­

tainer has long been a centerpiece in rotating fluid dynamics 
research. The general term, spin-up, refers to the transient 
phase of fluid motions when the rotation rate of the container 
undergoes a change. The classical treatise of Greenspan and 
Howard (1963) was concerned with a homogeneous fluid in a 
closed cylindrical vessel when the rotation rate of the container 
was given a small step change from fi,- = Q - Afl to 0/ = fl, 
i.e., the Rossby number Ro = AQ/Q « 1. 

The linearized mathematical development of Greenspan and 
Howard is based on the assumption that the Ekman number 
E = rj/QH2 « 1. Here i\ is the kinematic viscosity of the 
fluid, H and R are the height and radius of the cylindrical 
container, and H/R ~ 0(1) is assumed. This leads to the notion 
that direct effects of viscosity are confined to the boundary 
layers on the solid walls and the interior core can be considered 
to be essentially inviscid. The crucial mechanism is the Ekman 
layer pumping, which establishes the meridional circulation. 
In the bulk of interior core, the meridional circulation induces 
radially inward flows. This brings higher angular momentum 
radially inward from large radii. Consequently, the angular 
velocity at a given radial location in the interior increases with 
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time. The transient process is substantially accomplished over 
the "spin-up timescale", Ts = E -1 /2fl~\ which is an order of 
magnitude smaller than the diffusive time scale, Td = E~ *Q~'. 
The model of Greenspan and Howard sets the stage for modern 
research of spin-up dynamics. Subsequent works provided ex­
perimental verifications and further extensions of this basic 
model (see, e.g., Warn-Varnas et al., 1978; Fowlis and Martin, 
1975). 

When a homogeneous fluid is abruptly spun-up from the 
initial state of rest (Q, = 0, Q/ = fl), the Rossby number Ro 
is unity, and the flows are strongly nonlinear. The prominent 
flow characteristics of this process were captured by an ana­
lytical model derived by Wedemeyer (1964). The vital role of 
the Ekman layer pumping remains to be qualitatively the same 
as for the linearized spin-up. The Wedemeyer model, with 
several physically insightful approximations, yields a simplified 
partial differential equation to describe the dominant azimu-
thal velocity. The interrelations between the azimuthal and 
meridional velocities are judiciously postulated. The major 
stages of adjustment of the global flow field are achieved over 
the spin-up timescale Ts. The Wedemeyer model has since been 
the focus of intensive validations, and the qualitative correct­
ness of the model has been documented (e.g., Weidman, 1976; 
Watkins and Hussy, 1977; Kitchens, 1980a, 1980b; Hyun et 
al., 1983). 

The aforementioned works are concerned with the case when 
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a homogeneous liquid of constant density completely fills the 
enclosed cylinder. An interesting question arises as to the proc­
ess of spin-up from rest of a two-layer liquid system. Specif­
ically, considerations are given to spin-up of two layers of 
immiscible liquids from the initial state of rest in a cylinder. 
The density of the liquid in the upper layer is lower than that 
in the lower layer. However, the kinematic viscosities of the 
two liquids may assume arbitrary values. The dynamics per­
tinent to this situation lead to an extension of the theory of 
spin-up from rest of a constant-density completely filled ho­
mogeneous fluid. In practical technological applications, the 
present problem is of direct relevance to centrifugal separation 
of biological and chemical substances (Berman et al., 1978). 
In particular, the positions of fluid intakes and discharges 
should be given careful considerations to obtain maximal ef­
ficiency in separative power. 

The foregoing observation clearly points to a need to describe 
accurately the transient shape of the interface during spin-up 
from rest. A generalized mathematical formulation was de­
veloped by Pedlosky (1967), which was restricted to small 
rotational Froude numbers. Baker and Israeli (1981) addressed 
the problem of spin-up from rest of immiscible fluids. How­
ever, their analysis was limited to the cases of small internal 
rotational Froude numbers. Consequently, the interface in the 
above studies remained essentially horizontal. For larger var­
iations in Froude numbers, Berman et al. (1978) examined 
both analytically and experimentally the behavior of the in­
terface. However, their study was concerned with small de­
viations from the state of a pre-existing rigid-body rotation, 
which allowed linearized simplifications. These linearized so­
lutions, therefore, are not directly applicable to the present 
problem of nonlinear process of spin-up from rest. Some of 
the qualitative descriptions of the interface, as well as the 
physical explanations of the linearized formulation, however, 
are equally valid for the present configuration. Of special in­
terest is the case when the kinematic viscosity of the upper 
layer is larger than that of the lower layer. For this case, the 
upper layer attains the final solid-body rotation faster than 
the lower layer. Consequently, in the intermediate stages, the 
pressure in the upper layer, due to the centrifugal forces, is 
lower in the central axis and higher near the cylindrical sidewall. 
Accordingly, the originally flat interface tends to rise in the 
central region in the early phases of spin-up. As the bottom 
layer approaches the rigid-body rotation of the final state, the 
interface sinks down in the center in the later stages of spin-
up, tending to the equilibrium parabola shape characteristic 
of a perfectly rigid-body rotation. This final-state interface 
shape is given as, Z,(r) = L/H + (RQ)2(2r2 - l)/4gH, in 
which L is the height of the originally flat interface, r the 
nondimensional radial coordinate scaled by R, and g the grav­
ity. The rise of the interface in the central portion at early 
times after spin-up was pointed out and subsequently verified 
experimentally by Berman et al. (1978) for the afore-stated 
linearized problem of a pre-existing solid-body rotation. It will 
be demonstrated in the present study that this phenomenon is 
more pronounced in spin-up from rest. 

The overall purpose of the present work is to portray the 
transient deformation of the initially flat interface. Laboratory 
turntable experiments of spin-up from rest are conducted, and 
the shape of the interface is depicted for two distinctively 
different configurations, i.e., whether the viscosity of the upper 
layer is higher or lower than that of the lower layer. 

In parallel, the original Wedemeyer model for a homoge­
neous fluid has been modified to tackle the fluid configuration 
with a discrete density difference. Comparisons are made be­
tween the experimental data and the results based on the 
amended Wedemeyer model. These exercises indicate that, de­
spite the inherent assumptions and approximations embedded 
in the Wedemeyer model, the two sets of results are mutually 
consistent. 

(b) Set 2 

Fig. 1 Schematic diagram of the basic character of interface defor­
mation at early times, (a) Set 1; (b) Set 2 

The initial 
horizontal -
location 

(a) (b) 

Fig. 2(a) A representative photograph showing the visualized interface 
shape. Conditions are for Set 1. Times are (a) 4 s, (b) 20 s. 

(a) (b) 

Fig. 2(b) The diametical cross section of the visualized interface shape. 
Conditions are for Set 2. Times are (a) 1.5 s, (b) 3.5 s 

2 The Experiments 
A series of controlled experiments was performed. The ex­

perimental apparatus consisted of a rotating turntable, a closed 
cylindrical vessel filled by two layers of immiscible liquids, a 
slit beam generator, and photographic image recording devices 
interfaced with a computer. These laboratory facilities have 
been developed over the years to carry out spin-up experiments 
of liquid systems. Much of the experimental procedures and 
measurement techniques was given in detail by the present 
authors (Choi et al., 1989, 1991) and they will not be repeated 
here. These experimental rigs were proven to be effective in 
the prior studies to determine the transient free surface shape 
during spin-up from rest of a homogeneous liquid. 

In the present experiments, two representative sets of liquids 
were chosen for detailed analysis, i.e., 
Set 1: the upper layer is engine oil [p\ = 0.87 g/cm3, rji = 

0.3 cmVs], 
and the lower layer is water [p2 = 0.998 g/cm3, ry2 = 
0.01 cmVs]; 
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Set 2: the upper layer is corn oil [p{ = 0.922 g/cm3, JJ, = 
0.55 crnVs], 
and the lower layer is glycerine [p2 = 1.235 g/cm3, r/2 
= 5.5 crnVs]. 

Clearly, for the two sets, the density of the upper-layer liquid 
is smaller than that of the lower-layer. The results of Set 1 (2) 
are representative of the configuration in which the kinematic 
viscosity of the upper layer is larger (smaller) than that of the 
lower layer. For simplicity, we treat the case when the depth 
of the lower layer, L, is the same as that of the upper layer, 
i.e., L = H/2. The time-dependent shape of the interface in 
the early phases of spin-up can be characterized by the above 
two representative sets (see Fig. 1 and Fig. 2). 

Two cylindrical tanks (one with radius (R) 60 mm and height 
(H) 224 mm for Set 1; another with R = 45 mm, H = 203 
mm for Set 2) were fabricated with plexiglass and precision-
machined. The angular velocity (0) of Set 1 (Set 2) was 6.4 
rad/s (20.4 rad/s). These values of Q were chosen in such a 
way that the deformed interface would not hit the bottom 
endwall disk for the case of Set 2. Also, for Set 1 these ex­
perimental parameters were found to generate reasonably 
smooth temporal variations of the interface. The physical 
properties of the liquids used in the experiments were deter­
mined from the manufacturer-supplied data, and they were 
reconfirmed by actual measurements. The variations of the 
properties due to the temperature changes were taken into 
account by undergoing several test measurements. In the actual 
implementation of the experiments, the images of the interface 
deformation were recorded typically at a 1/60 second interval. 

3 The Analytical Model 
The classical Wedemeyer (1964) model for the spin-up from 

rest of a completely-filled constant-density fluid is now ex­
tended to deal with the two-layer liquid system. The cylindrical 
frame (r, d, z), with corresponding velocity components (u, v, 
w), are used for the analysis. The subscripts 1 and 2 denote 
the conditions in the upper and lower layers, respectively. 

For flows of small Ekman numbers, the transient motion 
can conceptually be divided into an essentially inviscid interior 
core and the boundary layers on the solid walls. Within each 
layer, the fluid density is constant, and, therefore, the sim­
plified version of the momentum equation for v, in nondi-
mensional form, may be obtained for the interior core region, 

dVj fdVj V,\ ^/d2Vj d / v \ \ 

jt + U\jt + i)=E\-3S+Ir{1)) (1) 

where j = 1, 2 to indicate the upper and lower layer. In (1), 
nondimensionalization has been made by using R, 12"', and 
RQ as reference values for length, time, and velocity, respec­
tively. 

In order to close the above system, the key step is to postulate 
a functional relationship between the radial and azimuthal 
velocity components, and this raises an issue of considerable 
complexity. In this connection, the approximations of Homicz 
and Gerber (1986), in dealing with the spin-up from rest of a 
liquid with a free surface, are useful. In this model, if the free 
surface intersects only the sidewall, the radial motion in the 
core is assumed to be made up of the contributions from the 
bottom Ekman layer, uBEL, and the deformation of the free 
surface, uF$, 

u = uBEL + uFS (2) 

Homicz and Gerber (1986), by incorporating several heu­
ristic approximations, expressed uBEL as functions of v and r. 
The relationship involving uFS was essentially the same as that 
obtained by GoUer and Ranov (1968). The basic reasoning is 
that, for the free surface motion, the fluid flux across the 
radial surface at a given radial location should be counter­
balanced by the fluid volume change between the central axis 

and that radial location. Homicz and Gerber employed a slightly 
amended form of the classical results of Wedemeyer (Kitchens, 
1980) to supply the functional relationship for uBEL. These 
approaches admittedly lacked rigor. However, the goal of the 
analytical model development at this level was to depict, with 
reasonable accuracy, the global features of the transient free 
surface shape. The adequacy of this somewhat heavy reliance 
on phenomenological viewpoints was justified in this context. 
The qualitative validity of the results of the model due to 
Homicz and Gerber was elaborated by experimental obser­
vation of the free surface by Choi et al. (1989, 1991). 

The approximation schemes of Homicz and Gerber are now 
similarly applied to the present problem of two-layer liquid 
system. It is postulated that, in the interior core, 

«i = UTEL + W/i 

Ui = UBEL + «/2 (3) 

where uTEL and uBEL denote the radial motions induced by the 
Ekman layer pumping at the top and bottom endwall disks, 
respectively. It is noted that radial motions are also generated 
by the deformation of the interface, which is akin to the sit­
uation involving the change of the free surface in the model 
of Homicz and Gerber. However, unlike the case of a free 
surface, the Ekman layer-like motions exist in the vicinities of 
the interface owing to the difference in azimuthal velocities 
between the two layers. In (3), un (un) refers to the overall 
contribution to the radial motion which is caused by the above 
two effects stemming from the interface deformation. 

The equation depicting the interface contour Z7 = ZT(r, t) 
can be arrived at by taking into account the force balance, 
after neglecting the surface tension and viscous stresses (Goller 
and Ranov, 1969): 

in which the vertical coordinate has been normalized by the 
cylinder height H, and Fj = (QR)2/gjHis the Froude number 
in each layer, and gj = g(p2 - P\)/pj, j = 1,2. Eq. (4) can 
be integrated to yield 

f1 v2 f1 vl 
ZI(r,t)=Zs + Fl\j y r f f - ^ i ] j d{ (5) 

Zs = 7j-F> \ v\rdr + F2 \ vjdr (6) 

where Zs indicates the interface height at the sidewall. 
In accordance with the Wedemeyer model, the interior radial 

flux induced by the Ekman layer pumping mechanism near 
the endwall disks is assumed to be distributed uniformly in z 
in the region between the endwall and the interface. Conse­
quently, as expressed previously (Wedemeyer, 1964; Kitchens, 
1980a; Homicz and Gerber, 1987) 

» « - - ^ If/If) <7> 
In (7), the functional form/will be the same as those adopted 
by Homicz and Gerber: 

Furthermore, the empirically adjustable coefficients k\ and k2 
in (7) are set to be a 1/2, which is consistent with the original 
Wedemeyer model. 

The contributions to the radial motions due to the presence 
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Fig. 3 Transient sequential plots of the interface. Conditions are for 
Set 1. Times are (a) t = 10.0, (b) t = 30.0, (c) t = 50.0, (d) I = 100.0, (e) 
( = 200.0, (/) t = 500.0, (g) f = 2000.0, (/?) the interface deformations 
are overlapped. 

of interface are now analyzed. As was conceived by Homicz 
and Gerber, the radial flow generated by the interface defor­
mation can be equated to the rate of fluid volume change 
between the central axis and the radial location r. There is an 
additional element in the present problem involving the inter­
face change. The Ekman layer-like viscous boundary layers 
exist on both sides of the interface owing to the interface shear. 
This effect can be modeled in a manner similar to the treatments 
involving the Ekman layer suction mechanism near solid 
boundaries (Greenspan, 1969). Combining the above consid­
erations, we have (Berman et al., 1978; Baker and Israeli, 1981) 

( - 1 ) [rd(l-Zj) 
un- r{l-Z,) dt m 

( + i 
E' 

H 1 -Z , 
Vl 

-f 

Un = 
(-1) f 
rZ, J0 

BZ, 

dt m- (+1 
p l /2 — L i t 
El HZl

]f 

(9) 

i n w h i c h /3 = (pi/p2)(»7i/i?2)1/2-
Substituting (3), (7), (8), (9) into (1) produces the desired 

differential equation having a single unknown in each layer. 
The initial and boundary conditions are Vj(r, 0) = 0, vj(0, t) 
= 0, and vj(l, t) = \. The model of Homicz and Gerber (1986) 
for spin-up from rest of a liquid with a free surface is a special 
limiting example of the present formulation. It can readily be 
recovered by setting Pi = 0 (for air in the upper layer) in the 
present formulation. 

4 Results and Discussion 
Numerical solutions to Eq. (1), together with (3), (7), (8), 

(9), are acquired by employing a Crank-Nicolson-type differ­
ence scheme. The second-order central differences were used 
for the spatial derivatives. The typical grid sizes were Ar = 
0.01, At = 1, but they were varied appropriately to achieve 
the desired accuracy and reliability of the solutions. 

The transient shape of the interface, as calculated, is now 
illuminated for the two representative configurations, i.e., Set 
1 and Set 2. 

Figure 3 displays the time-dependent contour of the interface 
for Set 1. It is clear that, at small times after the impulsive 
start of the spin-up, the interface rises in the central portion 
while it descends near the periphery. The physical mechanism 
responsible for the rise in the center was explained by Berman 
et al. (1978). The upper layer has higher viscosity, and, there­
fore, it attains a near-solid body rotation over a short span of 
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Fig. 4 Evolutions of azimuthal velocities. The radial positions are (a) r 
= 0.1, (b) r = 0.3, (c) r = 0.5, (d) r = 0.7, (e) r = 0.9. The velocity in the 
upper layer is shown by —, and in the lower layer by • • • -. Conditions 
are for Set 1. E„ = E2. 

z=H 

z = 0 

<«> (b) («) (•» 

r = 0 
J s L 

r = l 
<s) 

Fig. 5 Transient sequential plots of the interface. Conditions are for 
Set 2. Times are (a) t = 5.0, (b) f = 10.0, (c) I = 20.0, (d) t = 30.0, (e) / 
= 50.0, (/) t = 100.0, (g) / = 200.0, (h) the interface deformations are 
overlapped. 

time. The lower layer needs a much longer adjustment time to 
reach the near-solid body rotation. The sequential plots of the 
azimuthal velocity profiles are also shown in Fig. 4. At small 
and moderate times, the almost rigid body rotation of the upper 
layer develops a strong radial pressure gradient and, conse­
quently, the pressure in the center (periphery) becomes lower 
(higher). Because of this pressure distribution, the lower fluid 
rises (sinks) in the center (periphery). The interface defor­
mation, as exhibited in Fig. 3, is consistent with this picture. 
As spin-up progresses further, the azimuthal velocity of the 
lower layer also approaches rigid-body rotation. The interface 
gradually sinks (rises) in the center (periphery); at large times, 
it attains the parabolic shape pertinent to the equilibrium state 
of a complete rigid-body rotation. It is notable in Fig. 4 that 
the global adjustment processes in both layers are substantially 
accomplished over the spin-up time scale, which is expressed 
(in dimensional form) by Ef 2Q_ 1 . For Set 1, the viscosity of 
the lower layer (TJ2) is smaller than that of the upper layer (n]i); 
consequently, the transient process throughout the entire cyl­
inder is principally governed by the slowly-evolving flow in 
the lower layer. This spin-up time scale is consistent with the 
conventional spin-up time scale, which was originally obtained 
by Greenspan and Howard (1963). 

The result of Set 2 is exhibited in Fig. 5, which depicts the 
transient interface shape. Also shown in Fig. 6 are the time-
histories of the azimuthal velocities. The azimuthal velocity in 
the lower layer, with a higher viscosity, at a given radial lo­
cation is higher than that in the upper layer. At small times, 
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Fig. 6 Evolutions of azimuthal velocities. The radial positions are (a) r 
= 0.1, (b) r = 0.3, (c) r = 0.5, (d) r = 0.7, (e) r = 0.9. The velocity in the 
upper layer is shown by —, and in the lower layer by • • • -. Conditions 
are for Set 2. E„ = E,. 
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Fig. 7 Comparisons between the analytical model predictions (—) and 
the laboratory measurements (o) (or Set 1. The ordinate shows the 
interface deformation at the cylinder center, h. E„ = E2. [Maximum un­
certainty in h/H is ± 0.025] 

the low (high) pressure region is developed in the lower layer 
in the center (periphery). The interface sinks (rises) in the center 
(periphery) at small and intermediate times. At some moderate 
time instant, the interface level at the center reaches a mini­
mum. This indicates that the difference in azimuthal velocities 
in two layers is very large. The interface afterwards gradually 
approaches the final-state equilibrium parabola as spin-up pro­
ceeds toward the rigid body rotation in the entire cylinder. As 
remarked previously, Fig. 6 clearly indicates that the overall 
adjustment of the fluid system is achieved over the spin-up 
time scale, Ef1/2Q -1. For Set 2, the upper-layer fluid is of 
lower viscosity, and the gross features in the entire flow field 
are characterized by the time scale Ef 1/2Q-1. 

The predicted shapes of the interface were compared with 
the parallel experimental measurements. Much in line with the 
procedures of Berman et al., comparisons are made by using 
the interface level at the center, h. This procedure is adopted 
since h is easy to monitor in the experiment; also, during the 
course of spin-up, the change in the interface shape is most 
pronounced at the center. As illustrated in Fig. 7 for Set 1, 
the steep rise of the interface at the center at small times is 
manifest. The slow adjustment to the final state value is also 
evident. For Set 2, as demonstrated in Fig. 8, the sinking of 
the interface at the center at small times is clearly discernible. 

3.20 

0.0 100.0 200.0 

t 
Fig. 8 Comparisons between the analytical model predictions (—) and 
the laboratory measurements (o) for Set 2. The ordinate shows the 
interface deformation at the cylinder center, h. E„ = E,. (Maximum un­
certainty in h/H is ±0.025) 

The approach to the equilibrium value at large times is also 
captured well. 

Comparisons shown in Figs. 7 and 8 indicate satisfactory 
agreement between the predictions of the present modified 
Wedemeyer model and the experiments. In these figures the 
axial position of the interface was observed first to rise (sink) 
to a maximum (minimum) height and then to decay (increase) 
to the level pertinent to the final-state rigid-body rotation. 

5 Conclusion 
An amended version of the original Wedemeyer model has 

been constructed to examine the spin-up from rest of a two-
layer liquid. For two representative parameter sets, this ex­
tended Wedemeyer model has been solved numerically to depict 
the azimuthal velocity evolutions in the two layers. 

If the upper-layer fluid is of higher viscosity, at small and 
intermediate times, the interface rises (sinks) in the center (pe­
riphery). After reaching a maximum height in the center, the 
interface approaches the parabolic shape characteristic of the 
final-state rigid-body rotation. 

If the lower-layer fluid is of higher viscosity, at small and 
moderate times, the interface sinks (rises) in the center (pe­
riphery). The interface deformation at the center reaches a 
minimum height; afterwards, the interface tends to the final-
state parabolic shape. 

These qualitative patterns of the interface deformation are 
consistent with the physical explanations offered earlier by 
Berman et al. The parallel experimental measurements are 
corroborative of the time-dependent shape of the interface 
which is based on the numerical solution of this extended 
Wedemeyer model. 
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Unsteady Flow of a Power-Law Dusty 
Fluid With Suction 

AH J. Chamkha1 

Equations governing flow of a particulate suspension exhib­
iting finite volume fraction in non-Newtonian power-law fluids 
are developed and applied to the problem of unsteady flow 
past an infinite porous flat plate with suction. Numerical results 
for small volume fraction for the displacement thicknesses for 
both phases and the skin-friction coefficient for the fluid phase 
are obtained using an implicit finite difference scheme and 
presented graphically to elucidate interesting features of the 
solutions. 

Introduction 
Much of the two-phase (particle-fluid) flow research treats 

the fluid phase as Newtonian in nature. This is because this 
type of fluids exhibits a linear relationship between the shear 
stress and the shear rate. However, many fluids of practical 
applications are non-Newtonian. Since particulate suspensions 
in non-Newtonian power-law fluids are encountered in wide 
variety of the process industry, it is of interest to understand 
their characteristics. 

The problem of steady single-phase flow of a Newtonian 
fluid past a flat plate with uniform suction was solved exactly 
and reported some time ago by Schlichting (1955). Kapur (1963) 
obtained steady-state solutions for flow of pseudo-plastic and 
dilatant power-law fluids past a porous flat plate. Chamkha 
and Peddieson (1989) reported solutions for unsteady flow of 
a particulate suspension past an infinite flat plate with uniform 
fluid-phase suction. In their work, Chamkha and Peddieson 
(1989) considered only Newtonian fluids. 

The aim of this paper is to extend the work of Chamkha 
and Peddieson (1989) to particulate suspensions in non-New­
tonian power-law fluids. Both phases are modeled as inter­
acting continua and the interphase forces between the two 
phases is modeled by Stokes linear drag theory. The continuum 
modeling approach of two-phase suspensions has been the 
subject of numerous papers (see, for instance, Hinze, 1963). 
The advantages of this approach lie in the simplification of 
the general transport equation of kinetic theory of flow by 
replacing phase change coordinates with space coordinates. 
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This is done through the introduction of phenomenological 
relations and transport properties to account for viscous 
stresses, heat fluxes, and mass generations. In addition, this 
approach is applicable to fluids (such as liquids) whose 
microscopic details are unknown (see, Soo, 1990). 

Governing Equations 
Let the plate be situated along the x-axis at y — 0 with the 

_y-axis being normal to it. Let the flow be a uniform stream in 
the x-direction parallel to the plate. Far above the plate, assume 
that both phases are in equilibrium and moving with the free 
stream velocity V^. Further assume that fluid-phase suction 
with velocity Vs is imposed at the plate surface. In the devel­
opment of the governing equations, it is also assumed that 
both phases are incompressible, the fluid-phase pressure gra­
dient is negligible, and the volume fraction of suspended par­
ticles is finite and uniform. 

To formulate the governing equations for the problem de­
scribed above, the balance laws of mass and linear momentum 
for both the fluid and particulate phases along with constitutive 
equations for the stress tensors and the interphase force are 
used. 

The balance laws of mass (for the fluid and particulate 
phases, respectively) can be written as 

3,</>-V((l-</>)V) = 0, d^+V(4>yp) = 0 (1) 
where <$> is the particulate volume fraction, V is the gradient 
operator, V is the fluid-phase velocity vector, and Vp is the 
particulate-phase velocity vector. 

The balance laws of linear momentum (for the fluid and 
particulate phases, respectively) can be written as 

p{\ -<j,)(d, V + V- VV)= V . £ - f , ft^Vp + V W p ) 
= V 2 „ + f (2) 

where p is the fluid-phase density, a is the fluid-phase stress 
tensor, f is the interphase force per unit volume acting on the 
particle phase, pp is the particle-phase density, and gp is the 
particle-phase stress tensor. 

Equations (1) and (2) are supplemented with the following 
constitutive equations 

£ = (l-<«(-.PI + 2/x(II, 0)D) 

op = <p(-Ppl + 2i*p(lIp, 4>MP) 

D=^ (VV+ W r ) , D„ = | (VV,+ W j ) 

II = D:D, IlP = Dp:Dp, f = NPp<p(V-Vp) (3) 
where P is the fluid-phase pressure, Pp is the particle-phase 
pressure, I is the unit tensor, JX is the fluid-phase dynamic 
viscosity, fip is the particle-phase dynamic viscosity, D is the 
fluid-phase rate of strain tensor, Dp is the particle-phase rate 
of strain tensor, II is the second invariant of D, \\p is the 
second invariant of Dp, N\s a momentum transfer coefficient, 
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and a superposed T denotes the transpose of a second-order 
tensor. In the present work p, pp, and N will all be treated as 
constants. 

For small particulate volume fraction (4>«1) 
JX = jii(II) = (2II)("~1)/2 (n is a behavior coefficient), nP = 0 (neg­
ligible particle-particle interaction), and Pp = 0 (see, for in­
stance, Marble, 1970). The behavior coefficient n determines 
whether the fluid is Newtonian (n = 1) or non-Newtonian 
(»*1) . 

It is convenient to nondimensionalize the governing differ­
ential equations given previously for small volume fraction by 
using 

t=vT/Vl,y=vr)/Y„, \ = txVJF{T, v)-e?Vs 

VP = exVoJ7
P(T, rj)-e,V„ * = V*l-W (c/p)]/" (4) 

where c is a constant and ev and ey are unit vectors in the x 
and y directions, respectively. 

Substituting Eqs. (4) into Eqs. (1) through (3) and rear­
ranging yield 

dTF-dv((d71F)")-rvdrF+Ka(F-Fp) = 0 (5) 

dTFp - rvdvFp -a(F-Fp)=0 (6) 

where /•„= Vs/Va, K = pp4>/p, a = Nv/vl, are the suction pa­
rameter, the particle loading, and the inverse Stokes number, 
respectively. Equations (5) and (6) represent the non-Newton­
ian power-law version of the dusty-gas model discussed by 
Marble (1970). It should be mentioned that pp/p is very large 
and 4> is very small such that pp4>/p is finite. Therefore, K could 
be equal to 1, 10, or even 100 and still apply to low particulate 
concentrations. 

The initial and boundary conditions used to solve Eqs. (5) 
and (6) are 

F(0,r))=\.0,Fp(0, T))=\.0,F(T,0) = Q 

l imF(r, 77)= 1.0, \imFp(T, ij) = 1.0 (7) 

The fluid-phase displacement thickness, the particle-phase 
displacement thickness, and the fluid-phase skin-friction coef­
ficient are defined as follows: 

!

oo ,,00 

( l - i 0 * j , 5 , = {l-Fp)dr,, Cf={df(T, 0))" (8) 
0 Jo 

Results 
Closed-form solutions of Eqs. (5) and (6) are possible for 

dilute suspensions (K = 0) and steady-state conditions. When 
K = 0, the fluid-phase motion is independent of the presence 
of particles and Eq. (5) can be solved for Fsubject to Eqs. (7) 
to yield 

F=\-(\-{n-\)/nrl'nr,)n/n~l) (9) 

The corresponding form of Fp obtained by solving Eq. (6) and 
using Eq. (9) is 

S oo 

exp( - a/rv-q) 
v 
X(l-(n-l))/nrl'"ri) " / ( " - % (10) 

Equation (10) can be carried out for specific values of n. In 
general, it can be solved numerically for any value of n. For 
a dilatant fluid (n> 1) it can be shown from Eq. (9) that the 
fluid-phase tangential velocity F approaches the free stream 
value after a finite height above the plate. This is given by 

i,0=n/((n-l)ri/H) (11) 

Thus, 
F=l-(l-r,/r,0T

{"-[);V<r,0 

F=\ ; , > i , 0 (12) 

Journal of Fluids Engineering 

Fig. 1 Fluid-phase displacement thickness profiles 

(•10 

Fp=l-a/rv exp(a/r„r/) exp(-a/r„Tj)(l -i)/i)o)"/<"_1)^'7 

Fp=\ ;n>vo (13) 

The integral appearing in Eq. (13) can be carried out further 
for some values of n > 1 such that k = n/(n - 1) is an integer. 
This can be shown to give 

CO 

(14) 

The initial-value problem consisting of Eqs. (5) through (7) 
is solved numerically using an extension of the implicit finite 
difference method described by Blottner (1970) to two-phase 
flow. The main components of the numerical method is the 
application of variables step sizes in the ?j and r directions, 
and the iteration procedure. Since the largest changes in the 
dependent variables are expected to occur in the region close 
to the plate's surface, a small step size in ij is used there to 
accurately approximate the derivatives numerically. On the 
other hand, far from the plate small changes in the dependent 
variables are expected. Therefore, a larger step size in ?j is used 
there. The initial step size close to the wall i\r\\ used was equal 
to 0.001. A constant small step size in 7 is used (specifically 
AT = 0.001) throughout the numerical computations. A rep­
resentative set of graphical results will be presented and dis­
cussed below to illustrate the effects of the behavior coefficient 
n and the particle loading K on the solutions. 

Figures 1 and 2 show the development of the displacement 
thicknesses for both the fluid and particulate phase, respec­
tively with time for various behavior coefficient values. The 
dotted lines in these and subsequent figures correspond to the 
steady-state solutions reached at large values of r. It can be 
seen from these figures that particulate suspensions in dilatant 
fluids (n> 1) approach steady-state conditions faster and have 
lower displacement thicknesses than those of pseudo-plastic 
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Fig. 2 Particle-phase displacement thickness profiles 
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Fig. 4 Particle-phase displacement thickness profiles 
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Fig. 3 Fluid-phase displacement thickness profiles 
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Fig. 5 Fluid-phase skin friction profiles 

particulate suspensions. It should be mentioned that while 
increases in n have a significant effect on 5 and 5P, they appear 
to have little effect on Cf (figure not shown for brevity). 

Figures 3 through 5 illustrate the behavior of 5, 8P, and Cf 
versus time for n-0J5 and various values of K, respectively. 
Increases in the particle loading K have the tendency to confine 
viscous effects to an increasingly small region close to the plate 

surface. This, in turn, causes the slope of the fluid-phase ve­
locity profile at the wall to increase. This is reflected in the 
decreases in both 5 and 8P and the increases in C/as K increases. 
In Fig. 5 Cf is very large for T < < 1. This is associated with 
the singularity at r = 0 and is not shown due to the scale of 
the figure. It should be mentioned that the exact solutions for 
the dilute limit presented earlier were used as a check on the 
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numerical method and were found to be in excellent agreement 
with the numerical results. 

Conclusions 
The transient behavior of a power-law dusty fluid flow past 

an infinite porous flat plate is solved numerically using an 
implicit finite-difference scheme. Closed-form solutions for 
the velocity profiles associated with the dilute steady-state limit 
are reported. A representative set of graphical results (chosen 
from many) is presented and discussed. It is hoped that the 
present work be used as means for understanding more com­
plex problems involving non-Newtonian power-law particulate 
suspensions. 
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